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realizada sob a orientação cient́ıfica do Professor Doutor Armando Nolasco
Pinto, Professor Associado com Agregação, do Departamento de Eletrónica,
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resumo A teoria da informação quântica, aliada à tecnologia quântica, tem a ca-
pacidade de alterar fundamentalmente a sociedade moderna. A criptografia
clássica será particularmente afetada, devido à sua segurança poder ser
eficientemente quebrada por um computador quântico. A distribuição de
chave quântica com variáveis cont́ınuas (CV-QKD) apresenta uma solução
a isto, permitindo estabelecer comunicações seguras entre intervenientes ao
fornecer um canal que é capaz de detetar tentativas de interseção de in-
formação, isto enquanto utiliza maioritariamente componentes actualmente
usados em comunicações clássicas. Nos últimos anos, o ramo da crip-
tografia quântica tem atráıdo uma quantidade crescente de investimento,
com a chegada ao mercado dos primeiros sistemas comerciais. Contudo,
o investigação na área ainda está muito ativo, com esforços a ser feitos
para aumentar a performance, reduzir custos e fechar brechas de segu-
rança. Nesta tese de doutoramento tentámos fazer exatamente isso. Nós
começamos este trabalho por apresentar uma prova de segurança atual-
izada, aproximando o problema de uma forma prática e mostrando como os
limites de segurança podem ser calculados numericamente. Propomos um
sistema inovador utilizando um oscilador local gerado localmente para fazer
deteção heteródina com diversidade na polarização com o aux́ılio de um
sinal piloto. O nosso sistema proposto recupera de desvios de polarização
exclusivamente pelo uso de processamento digital de sinal (DSP), uma es-
colha que torna a nossa solução experimentalmente simples e económica.
Nós estabelecemos os limites de segurança do nosso sistema e testamos
a sua resiliência, forçando um elevado desvio de polarização com um mis-
turador de polarização eletrónico, com o sistema a ser capaz de funcionar
nessas condições sem supervisão durante longos peŕıodos de tempo e de
gerar chaves seguras, no regime assimptótico. Também testamos o nosso
sistema numa experiência de campo, a primeira de um sistema de CV-QKD
em Portugal. De seguida procedemos a uma exploração de métodos para
melhorar a performance do nosso sistema, começando por trocar a con-
stelação de 1 ńıvel de amplitude com 8 estados para uma de 128 estados
com múltiplos ńıveis de amplitude. Assumindo os mesmos parâmetros de
funcionamento, foi posśıvel aumentar a performance do sistema por uma
ordem de magnitude, quadruplicar a resistência a rúıdo em excesso, trip-
licar o número médio de fotões por śımbolo e reduzir em 95% o número de
amostras necessárias para funcionar o sistema em regime finito. Também
explorámos métodos para melhorar a performance do sistema reduzindo o
peso do DSP. Finalmente, estudámos o impacto que dispositivos imperfeitos
têm na performance e segurança de sistemas de CV-QKD. Mostrámos que
imperfeições nos dispositivos do transmissor podem causar com que o ritmo
de chave seja reduzido em 100% e que imperfeições no recetor podem fazer
com que o ritmo de chave seja sobrestimado por 44%. Os nossos resul-
tados contribuem para o avanço do conhecimento na área dos sistemas
distribuição de chave quântica ao melhorar a performance, reduzir os cus-
tos de implementação e explorar o impacto das imperfeições dos dispositivos
realistas na prova de segurança teórica.





keywords Continuous Variables Quantum Key Distribution, Locally generated Local
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abstract Quantum information theory, combined with quantum technologies, has
the capacity to fundamentally alter modern society. Particularly affected
will be public classic cryptography, whose security can be efficiently cracked
by a quantum computer. Continuous Variables Quantum Key Distribu-
tion (CV-QKD) presents a solution to this, allowing for provably secure
communications between differing parties to be established by providing a
communication channel that is able to detect tampering attempts, all while
using largely telecom-grade components. In the past couple of years, the
field of quantum cryptography has attracted more and more investment, as
systems have started to reach the market. However, research in the field is
still very active, with efforts being made to both increase the system’s per-
formance, reduce costs and close security loopholes. In this PhD work we
endeavoured to do just that. We begin this work by presenting an updated
security proof, taking a practical approach on how the security limits may be
computed numerically. We propose a novel pilot-aided, Locally generated
Local Oscillator (LLO) system employing a polarization diverse heterodyne
receiver. Our proposed system recovers from polarization drift exclusively
through Digital Signal Processing (DSP), a choice which makes our solution
experimentally simple and financially accessible. We establish the security
of our proposed system and test its resilience in a high polarization drift sce-
nario, forced by using an electronic State of Polarization (SOP) scrambler,
with the system being capable of functioning under those conditions unat-
tended for long periods of time and being capable of generating secure keys
in the asymptotic regime. We also deploy our system in a field implemen-
tation, the first field trial of such a CV-QKD system in Portugal. We then
proceed to explore methods for improving the performance of our previously
proposed system, first by changing from the 8-PSK constellation used pre-
viously to a 128-Amplitude and Phase Shift Keying (APSK) one. Assuming
the same functioning parameters, we are able to increase performance by
an order of magnitude, almost quadruple the excess noise resistance, more
than triple the number of photons per symbol that can be used and reduce
the number of samples necessary for functioning in the finite-size regime
by 95%. We also explore methods for improving system performance by
reducing the weight of the DSP. Finally, we study the impact of device
imperfections on the performance and security of CV-QKD. We show that
transmitter device imperfections can cause the secure key rate to be un-
derestimated by up to 100% and that receiver device imperfections may
cause secure key rate may be overestimated by 44%. Our results contribute
to the advance of knowledge in the field of CV-QKD by both improving
performance, reducing costs of implementation and exploring the impact of
real-word device imperfections on the theoretically derived security.
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Chapter 1

Introduction

In this chapter we present an introduction to this PhD thesis. We contextualize the work
presented, presenting a motivation for it and summarizing the state of the art of the research
topic. This is followed by a delineation of the objectives of this thesis, the main contributions
arising from it and its structure.

We start with the motivation for the work in Section 1.1. The current state of the art
is presented in Section 1.2. Then we establish the main goals to be tackled in this project
in Section 1.3. The main contributions arising from this work are then summarized in Sec-
tion 1.4, followed by a list of publications that arose from it in Section 1.5 Finally, this chapter
concludes with an outline of this document in Section 1.6.

1.1 Motivation

In the modern world, sensitive information is increasingly shared through channels whose
security and privacy cannot be expected a priori. Cryptography aims to provide methods
through which secure communications may be achieved through these untrusted channels [1].
This can be accomplished by encoding the message to be transmitted in such a way that it is
unintelligible to anyone except for the legitimate receiver. There already exists one method of
encryption that has been proven to be unconditionally secure, called One Time Pad (OTP),
also know as Vernam Cypher [2]. In this technique a random key with the same length as
the message is employed to encode the message and the same key is used to decode it, this is
presented in visual form in Figure 1.1 (adapted from [3]). In these figures each pixel is treated
as a bit, taking the value of 1 if the pixel is black and 0 if the pixel is white. The message is
summed pixel by pixel with the key following a modulo-2 addition in the form:

0⊕ 0 = 0, 0⊕ 1 = 1⊕ 0 = 1, 1⊕ 1 = 0. (1.1)

For the decoding process, the cyphertext is again summed pixel by pixel with the key, following
the same modulo-2 addition. If the key is random then the ciphertext is also random, thus,
as long as the key is kept secret and is never reused in whole or in part (multiple cyphertexts
generated with the same key can be added to recover some information, as is visualized in
Figure 1.2), it is impossible to break. The amount of information exchanged via digital means
increases rapidly year after year. This ever increasing volume of information, coupled with
the need to update the random key for every message makes this protocol impractical. As a
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Figure 1.1: Visualization of message encoding and decoding using OTP [3].

Figure 1.2: Multiple uses of the same key compromise the security of the protocol [3].

result, OTP methods have not seen widespread adoption, with public-key cryptography being
currently the most widely used methods for over the internet secure communications.

In public-key cryptographic protocols, which include the Rivest–Shamir–Adleman (RSA)
and ELGammal protocols [4, 5], the user generates a pair of cryptographic keys, one which is
divulged publicly and another which is kept private to the user. A message encrypted with
the public key can only be efficiently decrypted with the corresponding private key. More-
over, even current classical implementations of symmetric encryption protocols, such as the
Advanced Encryption Standard (AES), perform a step similar to the RSA protocol to share
the initial key [6]. These methods base their security on the high computational complexity
of factoring the product of two large primes. Although the factorization of large numbers
with classical, brute-force, computation methods would require billions of years [7], the same
cannot be said about quantum computation techniques. By using a quantum computer,
Shor’s algorithm is capable of performing prime-factorization in polynomial time, instead of
exponential time using classical computation techniques [8, 9]. This means that a quantum
computer is capable of breaking the security of prime number based, public key cryptographic
protocols, such as the RSA [7]. Due to the AES performing an RSA-like step during inital
key sharing, even it is vulnerable to the capabilities of quantum computers [10]. Shor’s algo-
rithm is also capable of solving the elliptic curve discrete logarithm problem, thus also being
able to crack the security of elliptic curve cryptography [11]. Coupled with the fact that
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practical quantum computing is coming ever closer to reality [12], this means that classical
cryptographic protocols used today are unsatisfactory in the long run. Moreover, classical
cryptographic techniques are also vulnerable to intercept now decrypt later attacks, in which
an eavesdropper can copy and store all the information and later attempt to break the keys.

Post-quantum classical cryptography schemes have been proposed, deriving their security
from hard computational problems which are not yet known to have been broken by either
a classical or a quantum computer. Some basis for post-quantum cryptography include, but
are not limited to [13]:

• Hash-based, of which SPHINCS+ is an example, being a finalist of the 3rd round of the
NIST Post-Quantum Cryptography standardization project;

• Supersingular elliptic curve isogeny based, such as the Supersingular Isogeny Diffie–Hellman
(SIDH) protocol, another finalist from the 3rd round of the NIST Post-Quantum Cryp-
tography standardization project;

• Multivariate-based, such as the Rainbow cryptographic protocol, also finalist of the 3rd
round of the NIST Post-Quantum Cryptography standardization project;

• Code-based, of which the Classic McEliece is an example, being one of the current
participants in the 4th round of the NIST Post-Quantum Cryptography standardization
project.

However, these methods are not proven to be unconditionally secure, which means that the
security of data transmitted or stored using these techniques, which includes medical and
genetic data, banking information, e-commerce transactions and personal government data,
is not assured, posing both a privacy and economic threat. In fact, recently there have been
reported attacks on the SIDH [14], Rainbow [15] and Classic McEliece [16] post-quantum
cryptographic protocols.

Quantum Cryptography (QC) derives its security not from any assumption of limited
computational power available to an adversary, but from physical limits imposed on the
information that can be extracted from the information carrying signal [1]. This means
that QC is not susceptible to future computational developments or cracking attempts, thus
providing unconditional security for the data protected by it. Quantum Key Distribution
(QKD) was first proposed in 1984 by Bennet and Brassard, using the polarization of single
photons as a coding basis to send a random bit string to be used as cryptographic key in a
symmetric encryption system [17], such as the OTP discussed previously. The security of this
protocol is assured by the non-commutation of the two employed polarization basis and the
no-cloning theorem, with the combination of these two factors meaning that an eavesdropper,
assuming the availability of an authenticated channel and provided that the eavesdropper
doesn’t break the laws of physics, cannot intercept the key being shared without revealing
their presence. Multiple QKD protocols have been proposed since, using anything from the
polarization of single-photons to phase and amplitude encoding of coherent states, similar
to the encoding that is used in current classical optical communication networks, the latter
consisting of Continuous Variables Quantum Key Distribution (CV-QKD) protocols. The
advantage of CV-QKD is the ability to take advantage of highly mature technology from
optical communications to drive down the costs of implementation.
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1.2 State of the Art

The expected near-future emergence of a practical quantum computer [12] is a threat
to classical cryptography, with prime number based classical cryptography being particularly
affected [7, 10, 11]. IBM has recently announced to have built a 433-qubit quantum computer,
dubbed Osprey, the largest to date [18], and are on track to introduce the first 1000+-qubit
processor in 2023 [19].

In that scenario, QC appears as a solution, enabling the secure generation and transmission
of symmetric cryptographic keys without assuming any limitations on the computational
power of possible adversaries [20].

1.2.1 Quantum Cryptography

In the 1970s Stephen Wiesner suggested a method to make money unforgeable by using
properties of Quantum Mechanics [21]. This pioneer work gave rise to the field of Quantum
Information which is continuously expanding, much aided by the now very prolific field of
QC, in which QKD inserts itself. First proposed in 1984 by Charles Bennet and Gilles
Brassard in their seminal paper [17], QKD allows for the random key necessary to implement
any symmetric key cryptographic protocol to be generated and transmitted between two
parties through an unsecure channel while allowing for possible tampering to be detected,
relying on the inability to measure a quantum system without fundamentally altering it for
this detection [17]. Bennet and Brassard’s proposed protocol, usually referred to as BB84,
had the sender, usually dubbed Alice, prepare polarized single photon states, encoding the
classical bits 0 and 1 into orthogonal quantum states in two different non-orthogonal bases.
After encoding, Alice then sends these states to Bob through a quantum channel, which we
assume to be controlled by an untrusted eavesdropper, usually dubbed Eve. Due to the no-
cloning theorem, in order for Eve to gain information on the transmitted bits, she will have to
measured the single photon states prepared by Alice, and, because of the use of non-orthogonal
polarization bases, she will not be able to obtain all the information encoded. At the output
of the quantum channel, the receiver, usually called Bob, measures the single photon states
using a randomly chosen basis, obtaining a random classical variable. After measurement,
Bob reveals publicly which basis he used in his measurements, with him and Alice discarding
the states in which they used different basis for encoding and measurement. After this step,
Alice and Bob should be in possession of the same shared secret key, with any errors in the
key being attributed to the action of Eve. Due to the nature of the preparation of the single
photon states in the BB84 protocol, it consists of a Prepare and Measure (P&M) scheme.
An Entanglement-Based (E-B) version of this protocol was proposed later in [22], with the
single photon states, with this approach being explored due to it providing source-independent
security [23]. A multitude of other single-photon based protocols, being dubbed a Discrete
Variables Quantum Key Distribution (DV-QKD) system [17], have also been proposed, using
different encoding methods for the transmitted key [24].

However, in using single-photon based approaches, these DV-QKD protocols pose some
difficulties in their practical implementation, namely the specialized equipment needed for
single photon generation and detection [25]. One vulnerability of DV-QKD protocols is the
photon-splitting attack, which consists in exploiting situations in which more than one photon
is outputted by Alice, with Eve being able to perform a quantum non-demolition measurement
to determine the number of photons present and then stealing one of the excess photons
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while allowing the others to proceed to Bob [26]. This attack arises precisely due to the
general non-availability of ideal single photon sources, which results in probabilistic sources,
usually highly attenuated lasers, being used [27]. This problem was circumvented by the
introduction of decoy state methods, in which Alice randomly chooses the intensity levels to
be sent, corresponding to her actively injecting multiple photon states into the channel (the
so called decoy states) alongside her single photon, signal states. After the transmission Alice
announces which intensity level she used for each transmitted state, she and Bob then proceed
to compute the Bit Error Rate (BER) associated with each intensity level separately. In this
manner, Alice and Bob are capable of detecting Eve’s tampering on the multiple photon
states, thus disabling her photon-splitting attack. Furthermore, the usage of Single Photon
Detectors (SPD) limits the achievable performance of DV-QKD, because, in order to reduce
the occurrence of dark counts, SPD require either functioning at very low temperatures or at
slow gating rates [27]. To ameliorate this, efforts have been made recently to perform DV-QKD
using balanced coherent detectors, similar to the ones used in classical communications [28].

As an alternative, Continuous Variables Quantum Key Distribution (CV-QKD) protocols
were proposed, which encoded the key not on single photon polarization but on the quadra-
tures of quantum states [25] and derive their security through a fundamentally different
method [29].

1.2.2 Continuous Variables Quantum Key Distribution

The first proposed CV-QKD methods employed so-called squeezed states, which encoded
the key on the uncertainty of each quadrature [25, 30, 31]. These techniques can be seen
as continuous variables extension of the BB84 protocol, deriving their security in much the
same way [32], while allowing the use of a detection scheme similar to that used in classical
communications. However, the use of squeezed states still demands complex, non standard
encoding methods [30], for example through parametric down-conversion [33]. Thus, a further
development of CV-QKD was the switch to a coherent-state based approach, encoding the
information in the phase and amplitude of weak coherent-states, this allows for implementa-
tion with current modulation methods and telecom-grade equipment [34]. These modulation
methods can be, for example, an Amplitude Modulator (AM) and Phase Modulator (PM)
pair [35] or a single In-phase and Quadrature (IQ) modulator [36]. The first protocols of
this type to be proposed used Gaussian Modulation (GM), where the values encoded on the
shared coherent states being chosen from a continuous bi-variate Gaussian distribution [34].
These GM CV-QKD protocols maximize the transmitted information [37], however they put
a high burden on the transmitter’s random source [38] and tend to be more susceptible to
imperfect state preparation [39]. As a result, Discrete Modulation (DM) approaches have
been proposed [29]. Although these do not maximize the transmitted information, they are
much easier to implement [40].

At the receiver, detection can theoretically be performed using any classical detection
scheme [41]. Coherent detection is the most common employed detection method, which,
depending on the relation between the frequencies of the signal and Local Oscillator (LO)
used as reference. When the frequencies of the signal and LO are equal or only slightly
different (frequency difference is smaller than the signal’s bandwidth), the coherent detection
is dubbed homodyne or intradyne, respectively [42]. A variation of these two methods exists
in which, prior to detection, the signal is split in two and coherent detection applied to each
half individually, with the LO used for the coherent detection of one of the halves being phase-
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shifted by π
2 , thus recovering both quadratures of the incoming signal [42]. Another alternative

is heterodyne detection, in which the signal and LO have greatly different optical frequencies
(i.e. the frequency difference is larger than the signal’s bandwidth) [42]. Heterodyne detection
allows for the recovery of both quadratures of the incoming signal without having to split it
beforehand, by essentially having the LO alternate which quadrature it is measuring multiple
times for each received symbol. Note that, in the CV-QKD community, any system that allows
for simultaneous measurement of both quadratures is usually dubbed heterodyne, while for
the telecommunications community at large heterodyne detection refers to detection systems
where the frequencies of the signal and LO are different [42]. In order to distinguish between
these two, we refer in this work to telecommunication community’s definition of heterodyne
detection as true heterodyne.

The first CV protocols required a high intensity pulse to be sent, polarization multiplexed,
alongside the quantum pulses, to be used as the LO in the detection scheme [34]. Due
to the signal and LO being extracted from the same source, the two will have the same
optical frequency, meaning that theses methods used either homodyne or double-homodyne
detection. This transmitted LO scheme both limited the effective distance achievable by
the protocol, because the LO would be subject to the same attenuation as the signal, and
posed a security risk, because an eavesdropper could manipulate the LO, thus hiding their
tampering on the quantum signal itself [43], proposed attacks included manipulating the
wavelength [44–46] and the shape of the LO pulses [47]. In [35, 43, 48] Locally generated
Local Oscillator (LLO) methods were proposed, where the LO is extracted from a source local
to the receiver, with reference pulses sent time multiplexed to allow for phase and frequency
recovery. In [49] an alternative LLO technique was presented in which the reference pulses are
sent frequency and polarization multiplexed. Furthermore, the use of machine learning to aid
in the recovery from phase and frequency noise has been explored [50]. Low-frequency noise
is a major impairment on the performance of CV-QKD systems, to avoid low-frequency noise
methods which insert the quantum signal at an intermediate frequency were proposed [36].
Random polarization drift occurs naturally in fibres subjected to vibrations, temperature
fluctuations, among others [51]. Misalignments between the polarizations of the two laser
fields interfering in the coherent detection scheme will severely reduce the efficiency of the
detection scheme employed [36, 52]. In CV-QKD communication systems, polarization drift
is typically avoided, during a limited time window, by manually aligning the polarization of
the signal with that of the LO [36, 49]. This may be appropriate in a laboratory environment,
where stability times are typically in the range of hours [52]. However, in field deployed fibres,
especially aerially deployed ones, this stability will be on the order of minutes [51]. A CV-QKD
system using an electronic polarization controller coupled with a dynamic feedback system
was proposed in [52], using a transmitted LO design. However, this solution increases cost
and introduces experimental complexity. Conversely, in classical communications, random
polarization drift is compensated for by detecting both polarizations of the incoming light field
and then compensating for the time-evolving drift in Digital Signal Processing (DSP) [53].
A system employing DSP aided polarization mismatch recovery was presented in [54], using
two optical hybrids coupled with four balanced coherent receivers. After Bob performs his
measurements and applies his DSP stage, he and Alice can be seen as sharing a correlated,
but not equal, raw key [29]. In order for them to share a symmetric key, they have to perform
some classical post-processing, which can entail sifting (reconciling the measurement bases,
as is done in DV-QKD, this is not required for every CV-QKD protocol), error correction
and privacy amplification [55]. This classical post-processing is performed through a publicly
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accessible albeit authenticated channel.
The security of these Coherent State based CV-QKD protocols is evaluated with recourse

to the mutual informations observed in the system [34]. For some time it was thought that CV-
QKD would not be able to ensure secure communications through channels with transmission
below 50% [34], because in that scenario Eve will always have access to more of the signal
than Bob can recover. Experimentally, this could be achieved through a beam splitting attack,
where Eve would substitute the lossy channel with a lossless one and a beam-splitter with
a transmission coefficient equal to that of the lossy channel. This limitation was beaten by
the implementation of reverse-reconciliation [41], i.e., in the key reconciliation stage, it is not
Bob that corrects his key to match Alice’s, but rather Alice who changes her key to include
Bob’s errors. In [29] an unconditional proof of security for both Gaussian and 2- and 4-state
DM CV-QKD was presented, with the security being dependent on the channel transmission
and noise. This proof of security was expanded to an 8-state protocol in [56] and further into
arbitrary constellations in [57].

The security proofs mentioned above assume that Eve performs a collective attack [29].
In a collective attack, Eve generates a set of separable probe states, usually dubbed ancilla
states, and interacts them individually with the quantum states being shared between Alice
and Bob, afterwards storing them in a quantum memory. Eve will then perform an optimal
collective measurement on all her ancilla states after Alice and Bob have performed their
public post-processing steps [55]. An alternative to collective attacks are individual ones, in
which Eve proceeds in the same way as in the collective attack scenario but does not, or
cannot, postpone the measurement of her ancilla states until after Alice and Bob perform
their post-processing [55]. Further, the most general class of attacks is the coherent one, in
which Eve is not assumed to interact with each quantum state being shared between Alice and
Bob individually, but rather generates a single, global ancilla state that she interacts with all
signal pulses and then stores in her quantum memory, for measurement after Alice and Bob
perform their classical post-processing [55]. Collective attacks give more advantage to Eve
than individual ones and, in the asymptotic regime, i.e. the situation in which an infinitely
large number of states are used by Alice and Bob to estimate the channel parameters, are
equivalent to coherent ones, which in turn are the strongest possible attack [55]. In actuality,
no real world implementation can use an infinite amount of states, so the the fact that the
channel parameters are not known perfectly but are rather estimated needs to be taken into
account, a finite size analysis that does this is presented in [58]. This includes both the
uncertainties of the estimated parameters as well as the fact that the states used in this
estimation, since they are revealed publicly, cannot be included in the final key [58]. In these
security proofs, the optical system itself is assumed to be balanced [29, 55–57]. A study on
the security impact of imperfect state preparation on GM CV-QKD has been performed [39],
which shows that an incorrect calibration of the modulators causes the channels parameters
to be significantly misestimated.

Experimental implementations of DM CV-QKD started by using Phase Shift Keying
(PSK) constellations, 2-PSK and 4-PSK at first [49], this was followed quickly by the adoption
of 8-PSK [36], since increasing the constellation size brings the performance of DM implemen-
tations closer to that of GM ones. However, further increasing the PSK constellation does not
produce an appreciable improvement [57]. As a consequence, the use of M-symbol Quadra-
ture Amplitude Modulation (QAM) constellations coupled with Probabilistic Constellation
Shaping (PCS) has been explored, with the performance of these constellations approaching
that of GM systems [59].
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1.3 Thesis Objectives and Outline

The main goal of this work is to develop, study and implement a novel CV-QKD system
to be used in secure communications. We prioritize the use of telecom-grade equipment at
every step of this process, in order to assemble an accessible and robust quantum system that
can easily be deployed. To accomplish this the following specific goals were defined:

1. Propose and analyze a novel CV-QKD system capable of generating symmetric keys
through an optical fibre connection, including an updated security proof;

2. Implement the CV-QKD system in a laboratory environment, dealing with both the
physical layer and post-processing steps required, developing both in such a way that
the system may be used for field experiments;

3. Improve the performance of the developed system and study the impact of realistic,
imperfect devices on the security of the CV-QKD systems.

1.4 Main Contributions

In the opinion of the author, the main achievements of this PhD are:

• The development and implementation of a fully-functioning polarization diverse DM-
CV-QKD system capable of functioning unaided for extended periods of time and is
agnostic in relation to the employed modulation format. The system encodes informa-
tion in the phase and amplitude of weak coherent states extracted from a Tuneable Laser
Source (TLS) using an IQ Modulator followed by a Variable Optical Attenuator (VOA),
all components being telecom-grade. The polarization diverse receiver works by split-
ting the two incoming polarizations and performing heterodyne dectetion independently
on both.

• The expansion of the security proof of CV-QKD to our proposed polarization-diverse
system. We show that, when using our polarization diverse receiver, it is possible to
achieve the performance of a channel with zero polarization drift.

• The successful deployment of the first field implementation of a CV-QKD system in
Portugal.

• Assessment of the impact of device imperfections on the security and performance of
CV-QKD systems. We show that, due to the erroneously estimated channel parameters,
non-monitored imbalances can greatly reduce the system’s performance and even pose
a security risk.

1.5 List of Publications

The following publications have been released/submitted in the context of this PhD work:
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Journals

• Pereira, Daniel, Margarida Almeida, Armando N. Pinto, and Nuno A. Silva. ”Im-
pact of Transmitter Imbalances on the Security of Continuous Variables Quantum Key
Distribution.” EPJ Quantum Technology 10, no. 1 (2023): 1-13;

• Pereira, Daniel, Armando N. Pinto, and Nuno A. Silva. ”Polarization diverse true
heterodyne receiver architecture for continuous variable quantum key distribution.”
Journal of Lightwave Technology 41, no. 2 (2022): 432-439;

• Pereira, Daniel, Margarida Almeida, Margarida Facão, Armando N. Pinto, and Nuno
A. Silva. ”Probabilistic shaped 128-APSK CV-QKD transmission system over optical
fibres.” Optics Letters 47, no. 15 (2022): 3948-3951;

• Almeida, Margarida, Daniel Pereira, Nelson J. Muga, Margarida Facão, Armando N.
Pinto, and Nuno A. Silva. ”Secret key rate of multi-ring M-APSK continuous variable
quantum key distribution.” Optics Express 29, no. 23 (2021): 38669-38682;

• Pereira, Daniel, Margarida Almeida, Margarida Facão, Armando N. Pinto, and Nuno
A. Silva. ”Impact of receiver imbalances on the security of continuous variables quantum
key distribution.” EPJ Quantum Technology 8, no. 1 (2021): 1-12;

• Almeida, Margarida, Daniel Pereira, Margarida Facão, Armando N. Pinto, and Nuno
A. Silva. ”Impact of imperfect homodyne detection on measurements of vacuum states
shot noise.” Optical and Quantum Electronics 52, no. 11 (2020): 1-13.

Conferences

• Pereira, Daniel, Nuno A. Silva, Margarida Almeida, and Armando N. Pinto. ”Opti-
mization of continuous variables quantum key distribution using discrete modulation.”,
in SPIE Security+Defense, September 2022;

• Almeida, Margarida, Daniel Pereira, Nelson J. Muga, Margarida Facão, Armando N.
Pinto, and Nuno A. Silva. ”CV-QKD Security Limits Using Higher-Order Probabilis-
tic Shaped Regular M-APSK Constellations.”, in SBRC Workshop de Comunicação e
Computação Quântica (WQuantum), May 2022;

• Pereira, Daniel, Armando N. Pinto, and Nuno A. Silva. ”Impact of Shot Noise
Estimation on the Secret Key Rate of a CV-QKD System.”, in SBRC Workshop de
Comunicação e Computação Quântica (WQuantum), May 2022;

• Pereira, Daniel, Nuno Silva and Armando Pinto, ”A polarization diversity CV-QKD
detection scheme for channels with strong polarization drift.”, in IEEE International
Conference on Quantum Computing and Engineering (QCE), October 2021;

• Ferreira, Mauŕıcio, Daniel Pereira, Nelson Muga, Nuno Silva and Armando Pinto,
”Time-interleaved quantum random number generation within a coherent classical com-
munication channel”, in SBRC Workshop de Comunicação e Computação Quântica
(WQuantum), August 2021;
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• Silva, Nuno A., Daniel Pereira, Nelson Muga and Armando Pinto, ”Practical Im-
perfections Affecting the Performance of CV-QKD Based on Coherent Detection”, in
International Conf. on Transparent Optical Networks (ICTON), July 2020;

• Silva, Nuno A., Margarida Almeida, Daniel Pereira, Margarida Facão, Nelson Muga
and Armando Pinto, ”Role of Device Imperfections on the Practical Performance of
Continuous-Variable Quantum Key Distribution Systems”, presented at International
Conf. on Transparent Optical Networks (ICTON), July 2019.

1.6 Outline

This thesis is organized into 6 chapters, with the first being the current introduction and
the content of the following being:

• Chapter 2 contains a detailed introduction to the topic of CV-QKD. A theoretical study
of a generic system is presented, followed by a corresponding security proof for DM-
CV-QKD, based on the one published in [57]. The impact of imperfect estimation of
experimental parameters is studied, in an in depth Finite Size Effects (FSE) study.

• Chapter 3 presents results pertaining to the implementation of the polarization diverse
CV-QKD system described previously in Chapter 2. A numerical study of the system
described in Chapter 2 is presented, with results from the numerical simulation of the
system presented alongside for use in an in-depth description of the Digital Signal Pro-
cessing (DSP) routine employed. The proposed experimental system is then described
in detail, with all hardware and software methods being specified. The presented sys-
tem utilizes a frequency multiplexed pilot tone to aid in frequency and phase recovery
and measures each incoming polarization individually, which are then combined in a
Constant Modulus Algorithm (CMA) step to recover the original input signal. We ex-
pand the security proof presented previously in Chapter 2 to include our novel proposed
polarization diverse CV-QKD system. We also demonstrate that our system, that pri-
oritizes the use of telecom-grade components whenever possible, can withstand very
high polarization noise scenarios, where a single polarization receiver system could not
function. We finish by presenting results from our field trial in Lisbon.

• In Chapter 4 we explore methods for improving the resilience and performance of CV-
QKD systems through the usage of complex constellations formats. Two different M-
APSK constellations are implemented experimentally and their performance is com-
pared to that of the 8-PSK constellation used previously in Chapter 3. Methods for
improving the performance of the CV-QKD system by reducing the weight of the DSP
stage, using an auxiliary 4-PSK channel, are also explored.

• Chapter 5 considers the impact of device imperfections and imbalances on the secu-
rity and performance of the CV-QKD system presented in Chapter 2. The imperfect
components considered are imbalanced beam-splitters (deviating from the ideal 50/50
splitting scenario), unequal quantum efficiencies of the photodiodes, incorrectly set bias
voltages on the modulators and incorrectly driven modulators. The ideal constellation
format under imperfect modulation scenario is also explored.
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• Chapter 6 summarizes the main results obtained in this thesis and presents suggestions
for future work.
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Chapter 2

Continuous Variables Quantum Key
Distribution Systems

In this Chapter a detailed study on Continuous Variables Quantum Key Distribution
(CV-QKD) is presented. The content of this Chapter will serve as the theoretical backing
underlining the topics tackled in this thesis.

In Section 2.1 the basic principles of Quantum Key Distribution (QKD) are presented,
followed by a further description of CV-QKD proper in Section 2.2. The proposed system
is described in Section 2.2.1. The security proof for the described system is presented in
Section 2.3, followed by an study on how the channel parameters can be estimated and how
estimation uncertainties impact the performance of the proposed system in Section 2.3.1.

2.1 Quantum Key Distribution

The objective of QKD is to distribute a secret random key between the two honest parties
while detecting the presence of possible eavesdroppers by their effect on the system. Physical
systems described by quantum models are capable of doing this due to the following two
properties:

• Heisenberg’s uncertainty principle, which expresses the impossibility of measuring two
complementary physical properties with arbitrary precision [1];

• The no-cloning theorem, that states that it is impossible to create a perfect copy of an
arbitrary unknown quantum state [2].

Both of these properties provide the theoretical backing for the security of QKD.
Two communication channels are employed, one dubbed the quantum channel, through

which the random key will be communicated, and the other consisting of am authenticated
classical channel, allowing for key reconciliation. After the symmetric key is recovered and
its security is established, secure communications are established over the classical channel
with recourse to a symmetric encryption protocol, such as the One Time Pad (OTP) or
the Advanced Encryption Standard (AES) protocols. Eve is assumed to have access to both
channels, being limited by the quantum properties of the objects shared through the quantum
channel and by the authentication scheme in the classical channel, which allows Alice and
Bob to be assured their communications through this latter channel are not being altered.

A typical QKD protocol is composed of the following steps:
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1. Alice sends N quantum states to Bob through the quantum channel, who measures
every state as it arrives to his system;

2. Alice and Bob then choose a random subset of m states and share their results through
the authenticated public channel. These results are used to evaluate the correlation
between their quantum subsystems and decide whether or not to proceed with the
protocol, if the transmission is found to have been insecure, the protocol restarts from
step 1;

3. If the transmission is deemed secure, Alice and Bob then use the n = N −m states to
obtain a pair of raw keys, An and Bn, usually these are only partially correlated and
necessitate further distillation;

4. By communicating through the authenticated public channel, Alice and Bob reconcile
An and Bn through the application of some error correction algorithm until they reach
a common bit string Un;

5. Alice and Bob now turn Un into a shorter, secure key Sl, where l < n, this step is called
privacy amplification. This is done to erase any information a possible eavesdropper
might have accrued during the previous steps;

6. Finally, Alice and Bob use the resulting key to feed into the symmetric encryption pro-
tocol (for example a One Time Pad (OTP) method) and communications can proceed.

At step 2 of the protocol, Alice and Bob share information about a random bit string and
at that step attempt to discover if Eve has intercepted information. The decision is made by
evaluating the mutual information between Alice and Bob, IAB, and estimating that between
Eve and Bob, IBE . Note that the information Eve has on Bob’s setup can be either classical
or quantum in nature. It is necessary that Alice and Bob share more information on the
random bit string between them than the information Eve has on it. This can be represented
in terms of key rate (number of secure bits per second):

K = (βIBA − IBE)frep, (2.1)

where β is the reconciliation efficiency, describing the ratio of information that is consumed in
step 3 of the protocol, and frep is the utilized repetition frequency. To simplify comparisons,
the key rate in QKD is commonly normalized by the repetition frequency, being thus presented
in number of secure bits per symbol. The results presented further in this work will follow
this convention. The security of QKD will be further explored in Section 2.3.

2.2 Continuous Variables Quantum Key Distribution

The aim of CV-QKD in particular is to implement QKD while encoding information
in observables whose measurements give continuous values, for example the quadratures of
quantum states. This choice allows for measurements to be made using standard telecom tech-
niques instead of photon-counting ones. There are two main families of CV-QKD protocols
depending on the kind of quantum state used for encoding:

• Squeezed state based protocols, where the information is encoded on the uncertainty of
each quadrature [3, 4];
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• Coherent state based protocols, where the information is encoded in the phase and
amplitude of week coherent states [5].

Squeezed states require the use of non standard encoding methods [4], while coherent states
can be generated through modulation schemes already deployed in classical coherent com-
munications [5], thus being considerably easier to generate practically. As a result, in this
work we will explore the use of coherent states, more specifically, discrete modulation of the
coherent states will be employed.

2.2.1 CV Quantum Communication System description

A high-level diagram of the system assumed in this work is presented in Figure 2.1.
The system can be split into a lower physical layer, where both the quantum and classical
communications take place, and an upper software layer, where the keys are generated and
reconciliation and privacy amplification are done. The system can also be split vertically into
an emitter, usually named Alice, and a receiver, usually named Bob, that are connected by
a quantum channel and a classical channel. For the purposes of this work, we adopted the
realistic mode [6], where we assume that Eve has full access to the quantum communication
channel and has full technological power, i.e. her measurement capabilities are only limited
by physical laws [7]. We assume that Eve can tap but not tamper with the authenticated
messages that are transmitted through the classical channel and cannot tamper with Alice’s
and Bob’s apparatuses, this last assumption means that we are working in a trusted device
scenario. In this scenario it is assumed that Eve does not know, nor can she influence, what

Figure 2.1: Diagram of a generic CV-QKD communication system.

states Alice generates to send to Bob, and neither can she control the parameters of Bob’s
receiver (for example the detector noise) [8].

Alice starts by generating a bit sequence in her upper layer protocol which she then passes
to her CV-QKD transmitter, where she proceeds to encode her bit sequence in the phase and
amplitude of quantum coherent states. These quantum coherent states are then injected into
the quantum channel, which consists of a standard optical fibre. Eve is assumed to have
free access to the quantum channel. Bob will then decode the coherent states based on the
measurements made in his CV-QKD receiver of the in-phase and quadrature components of
the optical field, then passing his decoded results to his upper layer protocol. Afterwards, Bob
and Alice use a shared subset of the transmitted states, either through previous knowledge,
sharing the information at run time through the classical communication channel or another
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method, in order to obtain the channel parameters [6]. Subsequently, the obtained channel
parameters and the knowledge of the transmitted symbols will be used by Alice to estimate
the mutual information between Bob and herself and the information lost to the channel,
i.e. the information Eve may have obtained. If it is determined that Bob and Alice share
more information than Eve could have obtained, a secret key can, in principle, be extracted
through some distillation process [6].

A block diagram of Alice’s transmission stage in a generic CV-QKD system is presented
in Figure 2.2. The sequence of states generated in the upper layer is submitted to some

Figure 2.2: High level diagram of a generic CV-QKD transmitter stage.

pre-processing procedure (pulse-shaping, for example) before it is fed into a Digital to Analog
Converter (DAC). In turn, this DAC drives the system’s modulation stage, which can be an
IQ Modulator, an Amplitude Modulator (AM)&Phase Modulator (PM) pair, or another. The
modulated signal is then attenuated to a quantum level using a Variable Optical Attenuator
(VOA) and sent to Bob through a non-amplified optical communication channel. The exact
power level depends on, among other things, the modulation format employed.

A diagram of Bob’s receiver stage of the considered system is presented in Figure 2.3.
The signal arriving from the quantum channel is mixed in a balanced Beam Splitter (BS)

Figure 2.3: High level diagram of a generic CV-QKD receiver stage.

with a reference coherent tone extracted from a Local Oscillator (LO). The outputs of the
50/50 BS are fed into a pair of photodetectors connected in tandem, with the subtraction
of the current passing through a Trans-Impedance Amplifier (TIA). This amplifier is then
followed by a band-pass filter, which sets the maximum and minimum frequencies readable
by the receiver, with its output being converted to the digital domain in an Analog to Digital
Converter (ADC). The digitized samples are then subjected to some form of post-processing
(phase and frequency mismatch recovery, for example) in order to extract the states encoded
by Alice. The output of the post-processing step is then sent to the upper layer, where channel
parameter estimation, key reconciliation and privacy amplification are performed.
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2.3 Security of CV-QKD

After Bob performs his post-processing, him and Alice can be seen as sharing information
about a random bit string. They then turn this correlated random sequence of bits into a
shared secret key by applying some form of error correction and key distillation process. To
this purpose, Bob and Alice need to estimate their mutual information, IBA, and how much
information could have been leaked to Eve, χBE . If Bob and Alice share more information
than that which could’ve been leaked to Eve, i.e.

βIBA > χBE , (2.2)

where β is the reconciliation efficiency, given by [9, 10]

β = 2
R

IBA
, (2.3)

so that βIBA describes the amount of information Bob and Alice share after the reconciliation
stage [6]. The value of β is usually assumed to be some constant value, however recent results
have shown that it is highly dependent on the Signal to Noise Ratio (SNR) of the system,
and not taking this into account will greatly impact its performance [9, 10]. If the inequality
in (2.2) is verified, a theoretically secure key can, in principle, be generated, with the key rate
being given by

K = βIBA − χBE . (2.4)

Since we assume that Eve is only limited by physical laws, we have to assume that the
information she is able to extract is quantum bounded, because of this we label the mu-
tual information between Bob and Eve as χBE , representing Holevo mutual information [11],
instead of IBE , representing Shannon mutual information [12]. Likewise, the mutual infor-
mation between Bob and Alice is extracted using a classical receiver, therefore we use IBA to
represent the mutual information between the two.

To estimate the mutual informations, we are going to start by modelling the quantum
physical communication channel. The coherent states, i.e. the symbols sent by Alice to Bob,
can be written in bra-ket notation as [1]

|α〉 = ||α|eiθ〉 = |x+ iy〉 , (2.5)

where α is related to the average number of photons in the state,n̄, through n̄ = |α|2 = x2+y2,
θ is the phase of the coherent state and x and y are the quadrature components of the coherent
state. The annihilation, â, and creation, â†, operators act on these states according to [1]

â |α〉 = α |α〉 , 〈α| â† = 〈α|α∗. (2.6)

It is also of interest to define the quadrature operators

X̂ = â† + â, Ŷ = i(â† − â), (2.7)

these operators act on the coherent states according to [1]

X̂ |α〉 = x |α〉 , Ŷ |α〉 = y |α〉 , (2.8)
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and are defined here in Shot Noise Units (SNU). Shot noise refers to the uncertainty on the
number of photons, n, of a given coherent state with a mean number of photons n̄, which is
known to follow a Poisson distribution of the form

P (n) = | 〈n|α〉 |2 =
e−n̄n̄n

n!
, (2.9)

where 〈n| indicates a Fock state containing n photons [1]. With the definition in (2.7),
the variance of the shot-noise will have unit value [7]. Working with SNU both simplifies
mathematical developments and comparisons between different implementations. The signal
sampled by the ADC can be expressed in volts or ADC counts, the signal at the end of the
post-processing stage will be in the same units. For ease of work, it is useful to convert
the signal at Bob’s output to Shot Noise Units (SNU), this can be achieved theoretically by
dividing it by [7]

Σ = Rg
√
PBhfBeffΓcoef, (2.10)

where R is the responsivity of Bob’s photodiodes, g is the gain factor of Bob’s TIA, PB is
the power of Bob’s local oscillator laser, h is Planck’s constant, f is the frequency of the
optical signal, Beff is the effective bandwidth of the receiver and Γcoef is a loss coefficient
due to the filtering process [13]. The value of Σ in (2.10) is the theoretically expected value
of the shot noise observed in a receiver system with the same parameters. Nevertheless, in
experimental setups many of these parameters can fluctuate with time, as a consequence the
SNU conversion is accomplished by measuring the receiver’s shot-noise empirically and then
dividing the Digital Signal Processing (DSP) output by that value. This process is not trivial
and the precision of this measurement is of high importance, this topic is further explored in
Section 2.3.1.

The information transmitted between Alice and Bob can be described by Shannon’s for-
malism, due to Bob’s classical detection scheme [14]. The maximum mutual information per
symbol of a band limited additive white Gaussian noise channel is obtained using Shannon’s
equation [12]

IBA = IAB = log2 (1 + SNR) = log2

(
1 +

S

N

)
(2.11)

where SNR here signifies the Signal to Noise Ratio, S is the power of the signal and N is the
power of the noise. This maximum mutual information assumes the signal to be Gaussian
Modulation (GM) [12]. While our system uses Discrete Modulation (DM), for low SNR values,
which is the case in CV-QKD, the mutual information of a DM modulated signal is nearly
equal to that of the GM signal [6]. Assuming both signal and noise to have null-mean values,
their powers will coincide with their respective variances [15].

We can model the individual state quadratures x and y as realizations of the normal
random variables X and Y, which have a zero-mean and variance Vmod [7]

X ∼ Y ∼ N(0, Vmod). (2.12)

Recalling the relation between α and the average number of photons in the coherent state, we
can relate the modulation variance of each individual quadrature to the mean photon number
of the ensemble of states generated by Alice through

〈n〉 = 〈X2〉+ 〈Y2〉 = 2Vmod ⇐⇒ Vmod =
〈n〉
2
, (2.13)
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subsequently, the variance of the quadrature operators in the same state ensemble, V , is given
by [7]

V = Var[X̂] = 〈X̂2〉 −�
�
�>

0

〈X̂〉2 = 〈(â† + â)2〉 = 〈â†â†〉+ 〈â†â〉+ 〈ââ†〉+ 〈ââ〉 (2.14)

where 〈ââ†〉 can be solved using the commutation relation [â, â†] = 1 [1], resulting in

V = 〈â†â† + 2â†â+ ââ〉+ 1 = 〈(â† + â)2〉+ 1 = 4 〈X2〉+ 1 = 4Vmod + 1 = 2 〈n〉+ 1, (2.15)

which corresponds to the variance of the signal at the output of Alice’s system plus the
unavoidable shot noise, removing that shot noise contribution and including the effect of the
channel transmittance, T , and Bob’s receiver’s detection efficiency, η, yields the variance of
the signal at Bob’s input,

S = 2 Tη 〈n〉 . (2.16)

The noise variance can be split into noise originating at Bob’s side, Nrx, and noise origi-
nating in the channel Nch

N = Nch +Nrx. (2.17)

The noise originating in the channel is assumed to be injected at the channel input, i.e. Alice’s
side, which corresponds to the worst case scenario, and is thus subjected to attenuation by
both the channel transmittance and Bob’s receiver quantum efficiency,

Nch = Tηε, (2.18)

with ε corresponding to the variance of any noise that travels through the channel. Some of
this noise might actually originate in Alice’s transmitter system, for example from noise in the
output of her DAC or from her laser’s Random Intensity Noise (RIN) [7], or arise accidentally
from other signals sharing the same optical fibre, for example due to Raman scattering [7],
rather than being due to the action of a spy, but since Eve has full access to the channel, all
noise that travels through it cannot be trusted and thus is treated as if it was inserted by her.
Meanwhile, Eve is assumed to have no control over Bob’s apparatus, so the noise added at
Bob’s receiver is assumed to be trusted noise and has contributions from Bob’s laser’s shot
noise, taking unit value, and from his receiver’s thermal noise, εth, in SNU,

Nrx = 2 + 2εth, (2.19)

where both contributions are here doubled due to contributions from the image band that
occur due to the heterodyne detection scheme employed [16]. Recalling now (2.11), we can
write the classical mutual information between Bob and Alice as

IBA = log2

(
1 +

2Tη 〈n〉
2 + Tηε+ 2εth

)
. (2.20)

Having thus defined the mutual information between Bob and Alice, it remains to obtain the
quantum mutual information between Bob and Eve, again assuming that the noise introduced
in the channel is all due to Eve’s tampering.

Eve has no restriction to the detection method she can implement, so the information
she is able to obtain is only bounded by quantum laws. We assume that Eve will perform a
collective attack. Asymptotically, this limitation does not give Alice and Bob an advantage,
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as collective attacks have been shown to be optimal [6]. From a mathematical point of view, it
is easier to tackle the impact of a collective attack on an Entanglement-Based (E-B) technique
than on a Prepare and Measure (P&M) one [6]. Consequently, we will assess the security of
an E-B system that would yield the same results as our P&M one. In this equivalent system,
Alice generates a pair of entangled states, performs some prospective measurement on one of
them and sends the other to Bob. The state received by Bob will have collapsed to one of the
|αk〉 states due to the measurement performed by Alice on the twin state. In this situation,
the mutual information between Eve and Bob can be written in function of the individual,
SAB, and conditional, SAB|B, von Neumann entropies [6]

χBE = SAB − SAB|B, (2.21)

where SAB is the von Neumann entropy of a bipartite entangled state shared by Alice and
Bob and SAB|B is the conditional von Neumann entropy of that same bipartite state given
Bob’s measurement. SAB and SAB|B are defined, respectively, as [6, 17]

SAB =

2∑
i=1

(
µABi + 1

2

)
log2

(
µABi + 1

2

)
−
(
µABi − 1

2

)
log2

(
µABi − 1

2

)
, (2.22)

SAB|B =

2∑
i=1

(
µ
AB|B
i + 1

2

)
log2

(
µ
AB|B
i + 1

2

)
−

(
µ
AB|B
i − 1

2

)
log2

(
µ
AB|B
i − 1

2

)
, (2.23)

where µAB1,2 are the symplectic eigenvalues of the covariance matrix that describes the entan-

gled state shared by Alice and Bob and µ
AB|B
1,2 are the symplectic eigenvalues of the covariance

matrix that describes the system after Bob’s prospective measurement. These are used be-
cause they remain invariant under Eve’s collective attack [6]. The symplectic eigenvalues of
a matrix Σ with dimensions 2N × 2N can be obtained from the modulus of the eigenvalues
of the matrix

Σ̃ = iΩΣ, (2.24)

where i is the imaginary constant and

Ω =
N⊕
i=1

ω, ω =

[
0 1
−1 0

]
, (2.25)

where
⊕N

i=1 signifies an N-fold direct addition of the ω matrices. Σ̃ will have 2N eigenvalues,
which will be grouped in positive-negative pairs, since we take only the modulus of the
eigenvalues, there will only be N unique eigenvalues. These N unique eigenvalues are the
symplectic eigenvalues of Σ. With this in mind, we now proceed to develop the system’s
covariance matrices [6].

We start by defining the density operator of some M-symbol discrete constellation [18],

ρ̂ =

M∑
k=1

pk |αk〉 〈αk| , (2.26)

where pk is the probability that the |αk〉 is chosen by Alice from an arbitrary constellation with
some arbitrary probabilistic distribution. For simplicity, we assume that the constellation is
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symmetric in relation to the x-axis of the Argand plane, which is a realistic assumption when
working with common constellations. ρ̂ can be interpreted as the mixture of states seen by
Bob at the input of his receiver system. The average number of photons per symbol for any
given constellation is given by

〈n〉 =
M∑
k=1

pk|αk|2 (2.27)

We now proceed to derive an entangled state that generates the same state mixture as ρ̂. We
begin by rewriting ρ̂ as a function of Gaussian states |φk〉

ρ̂ =
M∑
k=1

λk |φk〉 〈φk| . (2.28)

We choose to express the system with Gaussian states because all operations on these states
using linear optical components can be described as Gaussian operations, greatly simplifying
our work. With these states we can now introduce the purified entangled state that Alice
could have generated [6]

|Φ〉 =

M∑
k=1

√
λk |φk〉A |φk〉B , (2.29)

which corresponds to the ensemble of the entangled states generated at Alice’s output, with
|φk〉A being the state kept and measured by Alice and |φk〉B the state transmitted to Bob.
The exact values of the λk parameters will depend on the constellation generated by Alice.
By further introducing the states [18]

|ϕk〉 =
√
pkρ̂
− 1

2 |αk〉 , (2.30)

we can rewrite (2.29) as [18]

|Φ〉 =
M∑
k=1

√
pk |ϕk〉A |αk〉B , (2.31)

it becomes obvious that to generate the mixture observed by Bob, Alice needs to perform the
prospective measurement |ϕk〉 〈ϕk| on the half of the entangled state that she keeps in order
for Bob to receive the corresponding coherent state, i.e. Bob receives state |α1〉 when Alice
performs the measurement |ϕ1〉 〈ϕ1|, state |α2〉 when she performs the measurement |ϕ2〉 〈ϕ2|
and so on.

The covariance matrix describing the state shared by Alice and Bob before Bob’s prospec-
tive measurement [18, 19]

γAB =

[
V I2

√
TZσZ√

TZσZ (TV + 1− T + Tε)I2

]
=

[
γA γC
γC γB

]
, (2.32)

where I2 is the 2× 2 identity matrix and σZ = diag(1,−1) and Z is given by

Z = 2tr(ρ̂
1
2 âρ̂

1
2 â†)−

√
2εW, (2.33)

and where in turn

W =
M∑
k=1

pk(〈αk| â†ρâρ |αk〉 − | 〈αk| âρ |αk〉 |2), (2.34)
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where, finally,

âρ = ρ̂
1
2 âρ̂−

1
2 . (2.35)

To the best of our knowledge, it isn’t possible to compute the value of Z analytically, however,
its value can be estimated numerically. This numerical estimation starts by describing the
coherent states in their Fock basis

|αk〉 = e−
1
2
|αk|2

+∞∑
n=0

αnk√
n!
|n〉 (2.36)

and then capping the sum at some dimension D, resulting in a column vector of the type

|αk〉 →
[
e−

1
2
|αk|2 α

0
k√
0!

e−
1
2
|αk|2 α

1
k√
1!
· · · e−

1
2
|αk|2 αDk√

D!

]T
. (2.37)

D is chosen high enough so that the contribution of the number states with photon numbers
higher than it are negligible. We can then define the creation operator as a matrix of the
result of the application of â to the number states in (2.36), resulting in

â→



0
√

1 0 · · · 0 · · · 0

0 0
√

2 · · · 0 · · · 0
...

...
...

. . .
...

...
...

0 0 0 · · ·
√
k · · · 0

...
...

...
...

...
. . .

...

0 0 0 · · · 0 · · ·
√
D

0 0 0 · · · 0 · · · 0


. (2.38)

Taking into account that 〈αk| and â† are obtainable by complex transposing (2.37) and (2.38),

respectively, computing ρ̂, ρ̂
1
2 , ρ̂−

1
2 , W , âk, â

†
k and, ultimately, Z is a more or less trivial affair.

The covariance matrix that describes Bob’s projective measurement, γAB—B, is obtained
from γAB in the following manner:

1. Expand matrix γAB by appending to it the modes corresponding to Bob’s detector
electronic noise, which is modelled by an EPR state with variance [14]

Ξrx = 1 +
2εth

1− η
. (2.39)

This will result in
γABF0G = γAB ⊕ γF0G, (2.40)

where

γF0G =

[
ΞrxI2

√
Ξ2

rx − 1σZ√
Ξ2

rx − 1σZ ΞrxI2

]
. (2.41)

The ⊕ in (2.40) signifies direct addition of the matrices. The resulting matrix will be

γABF0G =


V I2

√
TZσZ 0 0√

TZσZ (TV + 1− T + Tε)I2 0 0

0 0 ΞrxI2
√

Ξ2
rx − 1σZ

0 0
√

Ξ2
rx − 1σZ ΞrxI2

 , (2.42)

where 0 is a 2× 2 matrix of zeros;
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2. Act on the combined state γABF0G with a beam-splitter state (symbolizing the quantum
efficiency of the detectors)

γABFG = (YBS)T (γABF0G)YBS, (2.43)

where

YBS = I2 ⊕ Y B1F0
BS ⊕ I2, (2.44)

and where in turn

Y B1F0
BS =

[ √
ηI2

√
1− ηI2

−
√

1− ηI2
√
ηI2

]
; (2.45)

3. Reorder the rows and columns of γABFG, changing the second row to now be the fourth
row and changing the second column to now be the fourth column. Note that since
each entry to the matrix is a 2× 2 matrix, each “line” and “column” here will actually
be two lines and columns;

4. Partition matrix γAFGB into four submatrices such that

γAFGB =

[
γAFG σTAFGB

σAFGB γB

]
, (2.46)

where

γAFG =

 V I2 0
√

(1− η)TZσZ
0 ΞrxI2

√
η(Ξ2

rx − 1)ZσZ√
(1− η)TZσZ

√
η(Ξ2

rx − 1)ZσZ [(1− η)(TV + 1− T + Tε) + ηΞrx]I2

 ,
(2.47)

σAFGB =
[√
TηZσZ −

√
(1− η)(Ξ2

rx − 1)ZσZ [(TV + 1− T + Tε)− Ξrx]
√
η(1− η)I2

]
,

(2.48)
and

γB = [η(TV + 1− T + Tε) + (1− η)Ξrx]I2; (2.49)

5. Obtain the covariance matrix of Bob’s projective measurement by computing

γAB—B = γAFG − σTAFGB(γB + I2)−1σAFGB. (2.50)

Finally, we can take matrices γAB and γAB—B, compute matrices γ̃AB and γ̃AB—B through
(2.24) and take the modulus of the eigenvalues of the resulting matrices. Matrix γ̃AB will re-
turn two unique eigenvalues, µAB1 and µAB2 . Meanwhile, γ̃AB—B will return three unique eigen-

values, however one of them will always be equal to 1, since patching µ
AB|B
i = 1 into (2.23)

would result in a 0 log2(0) term, which is not well defined but can be shown to be 0 through

limits, that eigenvalue is discarded and only the non-unit eigenvalues are taken, µ
AB|B
1 and

µ
AB|B
2 . Plugging µAB1 and µAB2 into (2.22) and µ

AB|B
1 and µ

AB|B
2 into (2.23), subsequently

the two von Neumann entropies are then plugged into (2.21), thus obtaining the mutual in-
formation between Eve and Bob, χBE . Putting this mutual information into (2.4), where it is
subtracted from the information shared between Bob and Alice, IBA, obtained through (2.20),
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scaled by the reconciliation efficiency β, which depends on the error correction code and is
always smaller or equal to 1, yields the amount of secure bits obtained per symbol transmitted.

To illustrate the results above, we are going to show the dependency of the mutual in-
formations with multiple different parameters for a system using an 8 symbol Phase Shift
Keying (PSK) constellation format. Unless where otherwise noted, the parameters assumed
are: T = 0.15849 (corresponding to a 40 km standard fibre with 0.2 dB/km of attenuation),
η = 0.90, β = 0.95, |α|2 = 0.2 photons, ε = 0.005 SNU and εth = 0.3 SNU. The values for η,
β and ε were chosen in due to them being quite common in the literature, while the values
for T and εth were chosen due to them agreeing with the experimental parameters presented
later in this work. In Figure 2.4 the dependency of IBA, χBE and K with the average number
of photons per symbol is presented. Both IBA and χBE increase with 〈n〉, with IBA initially
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Figure 2.4: Mutual information between Bob and Alice, between Bob and Eve and corre-
sponding key rate in function of the average number of photons per symbol, for an 8-PSK
constellation.

growing faster than χBE but eventually being overtaken. IBA tends to 0 as 〈n〉 tends to 0,
which is predictable as in this situation no states are shared, however χBE tends to some
positive value, this is due to Eve having some information on Bob’s received excess noise. For
this particular combination of parameters, the maximum key rate is 4.402×10−3 bits/symbol
at a mean number of photons per symbol of ∼ 0.22. Furthermore, no secure bits can be
recovered with less than ∼ 0.041 or more than ∼ 0.48 photons per symbol in average.

In Figure 2.5a the dependency of IBA, χBE and K with the excess channel noise is
presented. As the channel excess noise increases, χBE increases sharply, this is to be expected,
as the more Eve tampers with the signal, the more information she can extract from it and
the more noise she adds. Note that some excess noise may originate in Alice’s transmitter
setup, but as this noise passes through the channel it cannot be trusted and must be included
in the excess noise. For this particular combination of parameters, no secure bits can be
recovered with an excess noise of more than ∼ 0.0098 SNU. To illustrate the impact of the
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(a) Mutual information between Bob and Al-
ice, between Bob and Eve and corresponding
key rate in function of excess noise.
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Figure 2.5: Impact of excess noise on the performance of a CV-QKD system using an 8-PSK
constellation.

excess noise on the system, in Figure 2.5b the dependency of the Bit Error Rate (BER) and
χBE with excess noise is plotted for two different transmission values. The BER in function
of SNR for an M-PSK constellation is given by [20]

BER =
1

log2(M)
erfc

[√
SNR log2(M) ∗ sin

( π
M

)]
, (2.51)

where erfc() is the complementary error function. We see that an increase of the excess noise
will result in an increase of the mutual information between Bob and Eve, but that increase
is not reflected in any appreciable alteration of the BER. From this result we observe that
Eve’s action would not be noticed through an impact on the system performance itself, as
the BER remains almost unchanged, unless Alice and Bob specifically monitor the channel
excess noise.

In Figure 2.6 the dependency of IBA, χBE and K with the transmission distance is pre-
sented. IBA decreases with decreasing transmission, this is explained by the fact that with
decreasing transmission the signal that reaches Bob is increasingly weaker while his internal
sources of noise remain the same, degrading his SNR and in turn the mutual information IBA.
χBE also decreases with decreasing transmission, this is explained as Bob’s internal noise has
an ever increasing influence on his results, thus degrading the information she has on them.
However, χBE decreases at a slower rate than IBA, as such it will eventually overtake it,
resulting in a maximum secure transmission distance, which for this particular combination
of parameters occurs at around 78 km.

Rx thermal noise and photons per symbol are established prior to communication, that
leaves excess noise and channel transmission as the channel parameters to be estimated. In
Figure 2.7 the sensitivity of the security bounds to small deviations of the channel parameters
is shown. Figure 2.7a shows the key rate in function of excess noise for a transmittance of
0.1585, corresponding to a 40 km standard fibre with 0.2 dB/km, and transmission distances
10% above and below that, while Figure 2.7b shows the key rate in function of transmission
distance for an excess noise of 0.005 SNU and with deviations of 10% above and below. From

29



0 50 100 150
transmission distance [km]

10-6

10-4

10-2

100

m
ut

ua
l i

nf
or

m
at

io
n 

[b
its

/s
ym

bo
l]

I
BA

BE

 I
BA

-
BE

Figure 2.6: Mutual information between Bob and Alice, between Bob and Eve and correspond-
ing key rate in function of transmission distance, assuming a standard fibre with 0.2 dB/km
of attenuation.

these figures we see that the security limits are more sensitive to excess noise fluctuations than
to transmission. Due to this sensitivity, an accurate estimation of the channel parameters is
very important for the function of any CV-QKD system.

2.3.1 Parameter estimation

The mutual informations and, subsequently, key rate obtained in the previous section
assumed a perfect knowledge of the channel and receiver parameters. In the case of an exper-
imental system these parameters need to be continuously estimated, and those estimations
will naturally have an associated uncertainty. One more factor to take into consideration is
the fact that in the process of estimating these parameters a subset of the bits in the raw
key will have to be shared through an open channel, these will be revealed and thus must be
discarded from the generated key. Computing the key rate with these considerations in mind
means that the system is functioning in the finite size scenario, in opposition to the asymp-
totic one, where Alice and Bob have access to infinitely many samples to use in parameter
estimation. The impact that including these considerations has on the performance of the
system is usually dubbed Finite Size Effects (FSE) The effect of sharing this subset can be
easily included in the secure key rate (2.4) as:

K =
n

N

(
βIAB − χBE −∆PA

)
, (2.52)

where N is the length of the raw key, n = N−k is the remaining key after the subset of length
k as been openly shared [6] and ∆PA is a parameter describing the amount of information
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Figure 2.7: Plot of the key rate in function of excess noise (left) and transmission distance
(right).

lost due to the privacy amplification stage, given by [21]

∆PA = 7

√
log2

(
2
ε̄

)
n

+
2

n
log2

(
1

εPA

)
, (2.53)

where ε̄ is a smoothing parameter and εPA is the failure probability of the privacy amplification
step.

To estimate the channel transmission and excess noise we start by considering that Alice
and Bob share a couple of correlated variables a and b, corresponding to the states generated
by Alice and those received by Bob, respectively. Both variables are assumed to be expressed
in Shot Noise Units (SNU), for a this is accomplished simply by using the definitions for the
constellation points αk, while for b it is done by having Bob divide the output of his DSP
stage by the shot noise variance. a and b are related by the normal linear model [6]:

b = ta+ z, (2.54)

where t =
√
ηT and z is the noise contribution, following a normal distribution with null mean

and variance
σ2 = 2 + 2εth + ηTε. (2.55)

We can estimate t through:

t̃ =
1

k
Re

{
k∑
i=1

aib
∗
i

|ai|2

}
=

1

k
Re

{
k∑
i=1

ai(tai)
∗

|ai|2

}
+

1

k
Re

{
k∑
i=1

aiz
∗
i

|ai|2

}
, (2.56)

where Re() signifies the real component of the argument. Since z has zero mean, the second
term in (2.56) will cancel out, yielding

t̃ = t
1

k
Re

{
k∑
i=1

|ai|2

|ai|2

}
= t. (2.57)

31



Meanwhile, σ2 can be estimated through

σ̃2 =
1

k

k∑
i=1

(bi − t̃ai)2 =
1

k

k∑
i=1

(zi)
2, (2.58)

taking again into account that z has zero mean, this last term is basically the definition for
the variance of z.

In order to obtain the channel parameters we need first to have an estimation of the
receivers’ thermal and shot noise variance. The formula for the (1 − ε) confidence interval
of a variance estimate, s2, done with recourse to a sufficiently large number of samples, k, is
given by the inequalities

s2

(
1− zε/2

√
2

k

)
≤ σ2 ≤ s2

(
1 + zε/2

√
2

k

)
, (2.59)

where zε/2 is the 100(1− ε
2)th percentile of a standard normal distribution. In order to ensure

security with certain degree of confidence ε, the worst case scenario value, i.e. the values that
give the most advantage to Eve, for each value in the given confidence interval needs to be
taken. For the case of the thermal noise, this corresponds to using the lower bound of the
confidence interval, as any noise not attributed to the receiver thermal noise will be in turn
attributed to the eavesdropper, thus degrading the performance of the system. Meanwhile, for
the case of the shot noise, this corresponds to obtaining the channel transmission estimation
using the upper bound of the shot noise estimation to convert Bob’s DSP output to SNU,
and to obtaining the excess noise estimation using the lower bound. In doing this, we are
splitting the linear model (2.54) in two

bupper = tuppera+ zupper, (2.60)

blower = tlowera+ zlower, (2.61)

and computing T̃ from the upper one and ε̃ from the lower one (while using the channel
transmission estimation obtained previously).

Furthermore, the uncertainty of the channel parameter estimations themselves need to be
taken into account. The confidence interval for the variance of z will follow the same behavior
as shown in (2.59), meanwhile the channel transmission estimate will have the confidence
interval:

t̃− zε/2

√
σ̃2

k
≤ t ≤ t̃+ zε/2

√
σ̃2

k
(2.62)

For the channel parameters, the worst case scenarios correspond to the lower bound of the
channel transmission and the upper bound of the excess noise.

tmin ≈ t̃− zε/2

√
σ̃2

k
, (2.63)

σ2
max ≈ σ̃2 + zε/2

σ̃2
√

2√
k
, (2.64)

The corresponding transmission and excess noise parameters are obtained through

Tmin =
1

η
t2min, (2.65)
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εmax =
σ2

max − 1− εele, min

Tmin
. (2.66)

In Figure 2.8 we present results showing the impact of the finite size effect on the perfor-
mance of a CV-QKD system, obtained from (2.52). For these results we assumed β = 0.95
and n

N = 1
2 , in Figures 2.8a and 2.8c the true value of ε was taken as 0.005 and in Figures 2.8b

and 2.8d the transmission distance was set at 40 km. To allow for comparison, the asymptotic
performance of the system is presented as a full blue line, obtained through (2.4). In Fig-
ure 2.8a we trace the key rate, obtained from (2.52), for 3 different numbers of symbols shared
and for the asymptotic scenario. We see that there is a very steep performance decrease in
the maximum achievable distance, once FSE are taken into account. Even in the scenario
where the largest amount of states considered are shared, 230 to be exact, the maximum
achievable distance is effectively halved. The dependency of the achievable distance with the
number of symbols shared is more clearly seen in Figure 2.8c, where we can see that it climbs
linearly with the logarithm of the number of symbols used. The situation is even worse when
considering the impact of FSE on the excess noise resistance of the system. In Figure 2.8b we
see that, at a transmission distance of 40 km, no key can be generated using either 222 or 225

symbols during parameter estimation, and even for the 230 symbol scenario the excess noise
resistance is very poor, with the key rate being almost an order of magnitude below that of
the asymptotic regime and not even reaching 0.005 SNU of excess noise resistance. This effect
is again seen in Figure 2.8d, where we see that under ∼ 227 symbols used in estimation, no
key is generated. As a rule of thumb, the longer the distance and the higher the excess noise,
the more symbols are necessary to generate a secure key. However, using more symbols in the
estimation is not always feasible, as practical considerations (stability time of the channel,
limitations of the digital post-processing stage, among others) usually put a maximum ceiling
on the number of symbols that can be used in parameter estimation.
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Figure 2.8: Impact of FSE on the performance of a CV-QKD system. A standard fibre with
0.2 dB/km attenuation was assumed.
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2.4 Summary

In this Chapter we have presented the framework of CV-QKD. We began by establishing
the first principles in play, then went on to describe the functioning of a generalized QKD
protocol. We then narrowed our study, describing a more detailed CV-QKD system, the
security of which we established following the methodology of [18]. We show how, under the
right, somewhat optimistic, circumstances, CV-QKD systems using 8-PSK constellations are
capable of achieving distances of almost 80 km in the asymptotic regime, thus being suitable
for medium-range, inter-city links. We finished this chapter with an exploration of the impact
of uncertainties in the estimated channel and receiver parameters on the security of a CV-
QKD system. From this last study we observe that, to achieve the transmission distances
observed in the asymptotic regime, well over 230 symbols have to be transmitted, requiring
a large amount of storage and processing power and, depending on the symbol rate of the
system, a long stability channel time.
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Chapter 3

Numerical and Experimental
Implementation

In this Chapter results pertaining to the numerical and experimental implementation of
the Continuous Variables Quantum Key Distribution (CV-QKD) system described previously
in Chapter 2 are presented. The content in this Chapter aims to carefully describe the
experimental system as well as the Digital Signal Processing (DSP) routine used for the
results in this thesis.

This Chapter begins with a description of and results from the simulated implementation
of the system detailed in Chapter 2, presented in Section 3.1. These simulation results are
also used to detail the functioning of the DSP stage in a controlled environment. Then
follows a detailed description of the experimental implementation of the protocol, presented
in Section 3.2, where we also showcases the robustness of our receiver system in the presence
of very high polarization drift. The chapter concludes with a short description of the field
trial experiment, presented in Section 3.3.

3.1 Simulation of Continuous Variables Quantum Key Distri-
bution

The simulation platform under development, dubbed netxpto, intends to be a basis for
simulating point-to-point links, both classical and quantum, allowing for the performance of
experimental setups to be tested via simulation before being assembled in the laboratory. The
platform is being coded in C++ and consists of a multi person effort, in which the results
presented in this report insert themselves. The results shown here intend to present the
functioning of the DSP stage mentioned previously in Figure 2.3.

The simulations are composed of blocks and signals. Blocks are self contained sections of
code that either act on or generate signals, attempting to closely replicate physical components
(photodiodes, optical amplifiers, etc.) when applicable. Whenever quantum properties of
components need to be simulated, this is done through the use of appropriate statistical
models. Signals are vectors which simulate either time sampled physical signals or logical
sequences, allowing for interaction between individual blocks. Signals can take multiple types,
the ones of most interest to us are now enumerated:

• Binary signals, used to contain the encoding basis to the signals or the decoding results;
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• Real valued signals, used to model (among others) electrical signals, in either voltage
or amperage;

• Bandpass complex optical signals, simulating either single or double polarization optical
signals in bandpass representation.

For optical signals, for example with a wavelength of 1550 nm, typical for coherent com-
munications, a sampling rate of ∼ 400 THz is necessary in order to avoid aliasing. This
frequency is many orders of magnitude above the bit rate utilized in optical transmissions
and would thus generate a large number of unnecessary samples for each symbol. In order to
avoid this we take advantage of the bandpass representation of optical signals, which consists
of down-converting the signal from a high frequency fc to a base frequency. Thus, to sample
an optical signal with bandwidth B = f2 − f1, all that is necessary is a sampling frequency
ωs ≥ 2B [1].

The architecture of the simulation follows the one presented in Figures 2.2 and 2.3. A
detailed block diagram of the transmitter and channel stages of the simulation is presented
in Figure 3.1. The simulation begins by taking a binary key, encoding it in an 8-PSK con-

Figure 3.1: Block diagram of the transmitter and channel stages of the simulation.

stellation, thus converting it into a complex signal, and filling the transition points between
each constellation state following a Root Raised Cosine (RRC) modulation format with a
bandwidth of 38.4 MHz. We again adopt RRC modulation because of the possibility of using
matched filtering at the receiver without inter-symbol interference [2], thus allowing for opti-
mum Gaussian white-noise minimization. At this point the sampling rate is set at 307.2 MHz,
corresponding to 16 samples per symbol. This rate is chosen to allow us some room to perform
upconversion and will be used for the remainder of the system. This RRC modulated signal
is then multiplied by a complex exponential of the form ei2π38.4e6tk , this accomplishes the
upconversion of the signal to an intermediate frequency of 38.4 MHz. Furthermore, another
complex exponential, this time of the form ei2π153.6e6tk , is added to the signal, thus inserting
a pilot tone at the intermediate frequency 153.6 MHz. This signal is then used to modulate
the real and imaginary parts of a bandpass represented optical signal, which is simulated
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with a power of 0 dBm. At each simulation time instant tk, the simulated laser signal has an
instantaneous phase given by [3]:

φtk = φtk−1
+ ∆φ, (3.1)

where ∆φ is a Gaussian random variable with null mean and variance 2π∆ν|tk− tk−1|, where,
in turn, ∆ν is the laser linewidth, which was set at 10 kHz, and tk − tk−1 is effectively the
sampling time, ∆t. Given the sampling rate mentioned previously, ∆t = 1

307.2×106
∼ 3.2552 ns.

This modulated signal is attenuated to ∼ 0.5 µW, corresponding to 0.2 photons per symbol,
and then output from the transmitter stage and injected into the fibre. In Figure 3.2 is shown
the signal at the output of the transmitter stage of the simulation, both as a spectrum and as a
snapshot of the time domain signal. At this point the signal is assumed to be noiseless, thus the
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Figure 3.2: Spectral and time domain snapshot of the simulated optical signal at the output
of the transmitter show in Figure 2.2.

quantum signal in the spectrum in Figure 3.2 is clearly visible. Meanwhile, the transmission
channel is modelled as a Beam Splitter (BS) with a transmission coefficient of T . This model
is used for convenience, as from Bob’s perspective it is indistinguishable from a lossy channel
and it gives us an easy way to add excess noise is to the signal, by connecting a white-noise
generating block, generating random values extracted from a Gaussian distribution with null
mean and variance T

1−T ε, to the open port of the BS block. The variance of the Gaussian
distribution is chosen so as to cause the channel excess noise, ε, to be referred to the channel
input. For the results presented here, ε=0.005 Shot Noise Units (SNU) was used.

A detailed block diagram of the receiver stage is presented in Figure 3.3. The noisy signal

Figure 3.3: Block diagram of the receiver stage of the simulation.
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from the fibre is mixed with a reference laser tone in a 50/50 BS block, the outputs of which
are evaluated by a balanced photodiode pair. The photodiode pair block also adds shot noise
to the signal. The energy in each time cell k of the simulation with mean optical power P̄k,
is given by:

Ek = P̄k∆t, (3.2)

the corresponding mean photon number is then given by:

n̄k =
P̄k∆tλ

hc
. (3.3)

The photon number n of a coherent state follows a Poisson distribution with mean n̄. It can
be shown that the square root of a random variable with Poissonian distribution is a normally
distributed random variable with standard deviation 1/2 [4], therefore the square root of the
photon number can be modelled as:

√
nk =

√
P̄k∆tλ

hc
+

1

2
x, (3.4)

where x is a normally distributed random variable with zero mean and unitary standard
deviation. This variable is the one responsible for the introduction of the shot noise into the
optical signal. Thus, the optical power of the time cell k, with shot noise included, can be
written as:

Pk = P̄k +

√
P̄khc

∆tλ
x+

hc

4∆tλ
x2. (3.5)

This signal is then amplified in a noiseless ideal amplifier, with thermal noise being added
to the amplified signal by another white-noise generating block, generating random values
extracted from a Gaussian distribution with null mean and variance εth = 0.3 SNU. This
amplified and noisy signal is then passed through a low-pass filter, with a cut-off frequency of
1.6 GHz, which serves to emulate the bandwidth of the Thorlabs receivers we will be using in
our practical implementation. The signal at the output of the simulated receiver is presented
in Figure 3.4, both as a spectrum and as a snapshot of the time domain signal. Due to the
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Figure 3.4: Spectral and time domain snapshot of the simulated electrical signal at the output
of the receiver show in Figure 2.3.
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addition of shot and thermal noise, the quantum signal is no longer visible in Figure 3.4,
with only the pilot tone appearing above the noise floor. Given the relatively low sampling
frequency of the simulation, the effect of the low-pass filter is not visible in Figure 3.4.

A detailed block diagram of the DSP stage of the simulation is presented in Figure 3.5,
where simplified representations of the spectra at multiple stages of the DSP are included. The

Figure 3.5: Block diagram of the DSP stage of the simulation

DSP stage starts by performing frequency recovery, where four copies of the input signal are
taken and a tight digital pass-band filter, centered at f̃P = fP +fS , is applied to one of them.
Extracting the phase from this filtered signal and fitting it against a time-vector will yield an
estimation for f̃P . One of the other copies from the original signal is then downconverted by
multiplying it by the complex oscillator e−i2πf̃P tk , where tk is a time-vector, thus placing the
pilot signal close to base band. This signal will later be used for phase noise compensation.
The third copy of the original signal is downconverted by another complex oscillator of the

form e
−i2π

(
f̃P+

fQ
2

)
tk , which will cause the pilot to be located at roughly

fQ
2 . This signal

will later be used for clock recovery and aid in the Constant Modulus Algorithm (CMA)
step. The fourth and final copy of the original signal is downconverted by a third complex

oscillator of the form e−i2π(f̃P+∆f)tk , where ∆f = fQ − fP , resulting in the oscillator taking

the explicit form e−i2π(fQ+fS)tk , this places the quantum signal at close to base band. Note
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that the estimation of f̃P is assumed to contain errors. The outputs of the frequency recovery
DSP step are presented in Figure 3.6. The action of the down converter can be observed by
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Figure 3.6: Spectra of the output from the down-converter block.

the relative position of the pilot tone, which is the only visible component of the signal. The
frequency compensated pilot and clock signals are then passed through a low-pass and a band-
pass filter, respectively. This filtering step will both reduce the noise present in the signals
and isolate them from each other. The spectrum of the pilot signal after down conversion
and filtering is presented in Figure 3.7a. The phase of the filtered pilot signal, which is equal
to the phase mismatch between the two lasers apart from a constant value, which in turn
is obtained during an initial calibration stage, is then extracted and used to compensate for
the phase noise in both the quantum signal and the clock. Since the pilot and signal are
sampled at the same instant, the phase mismatch estimated from the former will equal that
of the latter, thus residual phase noise will arise mainly from amplitude noise degrading the
accuracy of the estimation [5]. The phase compensated quantum signal is then passed through
its own matched filter. The filtering stage on the quantum signal is postponed until after the
phase compensation step, this is done because small errors in the frequency estimate can be
corrected by the phase noise compensation and application of the matched filter on the signal
while it is not at base band may cause distortion in the final obtained constellation. The
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(b) Spectrum of the filtered quantum signal.

Figure 3.7: Spectra of the filtering stage outputs.

quantum signal after filtering is presented in Figure 3.7b. Finally, the filtered clock is used
to re-sample both itself and the filtered quantum signal to one sample per symbol, with one
sample being taken of each for every 0 of the imaginary component of the clock signal. The
final constellation obtained from the simulation is presented in Figure 3.8, where the different
states are identified by different colours.

Figure 3.8: Final constellation recovered from the simulation.

3.2 Experimental implementation of Continuous Variables Quan-
tum Key Distribution

Having successfully prototyped the CV-QKD system in a simulation environment, we
now proceed to an experimental implementation of the same. There are some experimental
impairments that, due to them not being implemented in the simulation platform, were not
taken into account. The main such impairment is time dependent random polarization drift.
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Random polarization drift occurs naturally in fibres subjected to vibrations, temperature
fluctuations, and other perturbations [6]. Misalignments between the polarizations of the two
laser fields interfering in the coherent detection scheme will severely reduce the efficiency of
the detection scheme employed [5, 7]. In CV-QKD communication systems, polarization drift
is typically avoided, during a limited time window, by manually aligning the polarization of
the signal with that of the LO [5, 8]. This may be appropriate in a laboratory environment,
where stability times are typically in the range of hours [7]. However, in field deployed fibres,
especially aerially deployed ones, this stability will be on the order of minutes [6]. A CV-QKD
system using an electronic polarization controller coupled with a dynamic feedback system
was proposed in [7], using a transmitted LO design. However, this solution increases cost
and introduces experimental complexity. Conversely, in classical communications, random
polarization drift is compensated for by detecting both polarizations of the incoming light
field and then compensating for the time-evolving drift in DSP [2]. A system employing DSP
aided polarization mismatch recovery was presented in [9], using two optical hybrids coupled
with four balanced coherent receivers.

We endeavoured to tackle this problem by implementing a polarization diverse receiver
setup employing true heterodyne detection, for use in CV-QKD applications, is presented,
requiring only two balanced receivers. The use of heterodyne detection allows us to use
half the number of balanced coherent receivers than the system presented in [9], effectively
halving the power requirements of the receiver. This is, to the best of our knowledge, the
first demonstration of a true heterodyne polarization diverse receiver for CV-QKD systems.
The presented system is able to achieve secure transmissions even in very adverse random
polarization drift scenarios.

3.2.1 Polarization diverse receiver description

A block diagram of our system is presented in Figure 3.9. Alice starts by modulating the

Figure 3.9: Block diagram of the experimental system, the polarization diverse receiver system
is highlighted.

optical signal that she extracts from her local coherent source, which consists of a Yenista
OSICS Band C/AG TLS laser, tuned to 1550.006 nm. RRC modulation is chosen because of

46



the possibility of using matched filtering at the receiver without inter-symbolic interference [2],
thus allowing for optimum Gaussian white-noise minimization. The symbol rate was set
at 38.4 MBd (i.e. 38.4 million symbols per second), with an 8-phase-shift keying (8-PSK)
constellation, the security of which, in the asymptotic regime, was established in [10] and
has since been updated in [11]. In order to avoid the high levels of noise present in the
low frequency part of the electromagnetic spectrum [12], the RRC signal is up-converted
in the transmitter to an intermediate frequency, fQ = 38.4 MHz. Furthermore, this signal
is frequency multiplexed with a DC pilot tone, i.e. fP = 0 Hz, which will be used for
frequency and phase recovery at the receiver. This signal is fed into a Texas Instruments
DAC39J84EVM digital to analog converter (DAC), which in turn drives a u2t Photonics 32
GHz single polarization IQ modulator coupled with a SHF807 RF amplifier and a YYLabs
software bias controller. The single polarization modulated signal is first passed through a
Thorlabs PL100S State Of Polarization (SOP) Locker/Scrambler, which allows us to scramble
the polarization state of the signal. The action of the SOP Locker/Scrambler in scrambled
mode is visible in the Poincaré sphere included as an inset. The results for this sphere were
taken during 2 minute period. Note that the SOP Locker/Scrambler is used in order to
emulate the polarization drift that would be observed in the field, thus it is not an integral
part of the system and during normal operation it would not be included. After scrambling,
the signal is then attenuated using a Thorlabs EVOA1550F variable optical attenuator until
the signal has, on average 0.33 photons, per symbol. This value is calibrated by connecting
the system in a back-to-back configuration and estimating the channel transmission. As in
a back-to-back configuration the channel transmission is 1, any deviation from that value is
actually a deviation from the desired output channel power. In a field implementation, this
could be accomplished by having a copy of the receiver architecture at Alice’s side or by using
an optical spectral analyser. The signal is then sent through a single-mode fibre spool with a
length of 40 km before arriving at the receiver. At the receiver side, the signal is first passed
through a PBS, splitting its polarizations and sending each to different 50/50 BS, where they
are mixed with the LO. The LO consists of a Yenista OSICS Band C/AG TLS laser tuned
to 1549.999 nm, in this situation the signals have a frequency shift of fS ≈ 1 GHz, a value
chosen to coincide with the flattest region of the balanced detectors’ frequency response.
The LO is also passed through a PBS, this one with its fast-axis shifted 45o in relation to
the polarization alignment of the laser, effectively sending half the power to each individual
50/50 BS. Both 50/50 BS are polarization maintaining, ensuring that the polarization of both
the signal and LO mixed in each match. The outputs of each 50/50 beam-splitter are fed
into a pair of Thorlabs PDB480C-AC balanced optical receivers, connected to the inputs of
a Texas Instruments ADC32RF45EVM ADC board, which is running at a sample rate of
2.4576 GS/s. A photo of our system assembled in laboratory is presented here in Figure 3.10.
The two lasers of the system share the same OSICS mainframe and are located at the center
of the setup in Figure 3.10. The IQ modulator is located at the extreme left of the setup in
Figure 3.10, with the DAC and VOA placed on top of it. The 40 km single-mode fibre spool
can be seen in Figure 3.10 on the upper shelf of the bench, above and slightly to the right of
the OSICS mainframe. Meanwhile, the receiver assembly is located at the right of the photo
in Figure 3.10, with the polarization diverse assembly placed just to the right of the OSICS
mainframe, the optical receivers are at the back and the ADC at the far right.

The digitized signal is then fed into the DSP stage, which is also presented in Figure 3.9.
The bulk of the DSP is performed independently for each polarization, before the recovered
constellations from each polarization are combined in a CMA step. Finally, the filtered clock
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Figure 3.10: Photo of our experimental CV-QKD system assembled at our laboratory. Main
components are highlighted and identified.

is used to re-sample both itself and the filtered quantum signal to one sample per symbol,
with one sample being taken of each for every 0 of the imaginary component of the clock
signal. At the end of this clock recovery step we are in the possession of four constellations,
two corresponding to the clock constellations of the clock signal, xC and yC, and two to the
quantum signal ones , xQ and yQ.

These four constellations are then fed into the CMA algorithm, which follows a modified
version of the method presented in [2]. Sliding blocks of N samples of each of the four
constellations are isolated, taking the form of the column vectors

~xCi(n) = [xC(n) xC(n− 1) ... xC(n−N)]T , (3.6)

~yCi(n) = [yC(n) yC(n− 1) ... yC(n−N)]T , (3.7)

~xQi(n) = [xQ(n) xQ(n− 1) ... xQ(n−N)]T , (3.8)

~yQi(n) = [yQ(n) yQ(n− 1) ... yQ(n−N)]T . (3.9)

At the start of the algorithm, i.e. blocks ~xCi,Qi(0)/~yCi,Qi(0), the vectors are composed of all
zeros except for the first element, which will consist of the first element of the corresponding
constellation. The other elements of the sliding blocks are then progressively filled up. The
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blocks for each signal are concatenated, resulting in the input column vectors [2]

~uCi(n) = [~xCi(n); ~yCi(n)], (3.10)

~uQi(n) = [~xQi(n); ~yQi(n)]. (3.11)

Two N-tap filters are created, ~hx and ~hy , consisting also of column vectors. At the start of

the algorithm the first element of ~hx and ~hy is set to 1√
2
, with all the others being 0. These

two filters are concatenated,

~h = [~hx; ~hy], (3.12)

with the resulting filter being applied to the input column vectors following

sC(n) = ~h† · ~uCi(n), (3.13)

sQ(n) = ~h† · ~uQi(n), (3.14)

which correspond to the clock and quantum output constellations, respectively. Note that
both ~h and ~uCi,Qi(n) are 2N × 1 column vectors, so for each of the inner products in (3.13)
and (3.14), one output constellation point will be generated. After each step n, the “error”,
ε, of the algorithm is computed through [2]

ε = E[|~xC|] + E[|~yC|]− sC(n), (3.15)

which measures the distance of the amplitude of the latest output point of the clock constel-
lation to the expected clock constellation amplitude. This “error” is then used to update the
filter ~h through [2]

~h = ~h+ µεs∗C(n)~uC(n) (3.16)

The output clock constellation can then be discarded, while the quantum output constellation
is carried forward. Due to our CMA algorithm working based on the pilot tone, more precisely
the clock constellation, it is agnostic, i.e. applicable to any constellation that may be chosen
for the quantum signal.

In order to show the performance of our polarization diverse system, we present here two
sets of results obtained at a high power level, one with the SOP Locker/Scrambler set to
lock the output polarization, presented in Figure 3.11, and one set to scramble the output
polarization, presented in Figure 3.12. In both figures we show the constellations near the
end of the DSP, showing the individual polarization constellations and the one recovered from
the summation of the two, alongside a figure of the corresponding Stokes’ parameters plotted
on a Poincaré sphere. The scrambling of the polarization is clearly visible by the evolution
of the Stokes parameters shown in Figures 3.11b and 3.12b. In the non-scrambled scenario
(Figure 3.11b) the Stokes parameters remain roughly in the same point of the Poincaré sphere,
whereas in the scrambled scenario (Figure 3.12b) the Poincaré sphere is almost completely
filled due to the random polarization drift imposed by the SOP Locker/Scrambler. We can
see from Figure 3.11a that, under low polarization noise scenarios, our system is capable of
recovering the 8-PSK constellation without the need of any polarization adjustment (manual
or electronic), maximizing SNR. Conversely, under a large polarization noise scenario, such
as the one presented in Figure 3.12a, we can see that our system allows us to recover from
the amplitude noise observed in the individual polarization constellations. For reference,
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(a) Constellations. (b) Stokes parameters.

Figure 3.11: Results obtained with SOP Locker set to lock.

(a) Constellations. (b) Stokes parameters.

Figure 3.12: Results obtained with SOP Locker set to scrambled.

in Figure 3.13 is shown the spectrum of the obtained electrical signal and the final obtained
constellation obtained after the application of the DSP. In the spectrum shown in Figure 3.13a,
the pilot is clearly seen at roughly 300 MHz, low frequency noise is also clearly visible as
the band around 0 Hz. At this power level, the signal itself is not clearly visible in the
spectrum. The constellation presented in Figure 3.13b, where the different states are identified
by different colours, has an associated Bit Error Rate (BER) of 0.42, being well within the
limits of the LDPC [13, 14].

The next step in the system is to estimate Bob’s receiver noise. The shot and thermal noise
estimations were made with recourse to a capture of the receiver output with the transmitter
laser turned off and with both lasers turned off, respectively. To obtain precise shot and
thermal noise figures, the same DSP that was applied to the quantum signal was applied to
the shot and thermal noise captures obtained previously, with the noise captures being down
converted, phase compensated, using the same frequency and phase recovery values utilized
previously for the quantum constellation, and filtered before their variance was computed.
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Figure 3.13: Results obtained in the lab using 0.5 photons per symbol.

This was necessary because both are highly dependent on their spectral position, as can be
seen in their spectra, shown here in Figure 3.14. To better illustrate the dominance of the
shot noise over the thermal noise in our receiver, we also show in Figure 3.14 the spectrum of
the shot to thermal noise clearance. Furthermore, we indicate the bandwidth utilized for data
transmission in this experiment with two vertical lines. Since we cannot measure the shot
noise without also including the thermal noise, the latter was obtained first and its value was
subtracted from the variance of the former, yielding an estimate for the true shot noise. The
variance of the shot and thermal noise signals, named here σ2

shot and σ2
thermal respectively, are

both expressed in ADC counts. Thermal noise is converted to Shot Noise Units (SNU) by
dividing it by the shot noise estimate σ2

shot, explicitly

εthermal =
σ2

thermal

σ2
shot

. (3.17)

The signal output by Bob’s DSP is also converted to SNU, this in turn is accomplished by

dividing the ADC count output by
√
σ2

shot. Following the methods described in Section 2.3.1,

Bob and Alice can then proceed to estimate the channel parameters and, subsequently, the
security of the transmission. Note that, since the objective of this part of the work is to
evaluate the capabilities of the polarization diverse receiver system, Finite Size Effects (FSE)
are not taken into account during security evaluation.

3.2.2 Security impact of polarization drift

Protocol security is evaluated following the methodology presented previously in Sec-
tion 2.3. In the following development we assume an ideal scenario, where the polarization
beam-splitters split the polarizations with a perfect separation of π

2 and both employed re-
ceivers exhibit the same quantum efficiency and gain. Recall that the achievable secret key
rate is given by

K = βIBA − χBE, (3.18)
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Figure 3.14: Spectra of the thermal and shot noise snapshots taken from the experimental
system. The spectral region occupied by the data snapshots in this work are delimited by the
vertical black lines.

where β is the reconciliation efficiency, IBA is the mutual information between Bob and Alice,
given by [10]

IBA = log2

(
1 +

2Tη 〈n〉
2 + Tηε+ 2εthermal

)
. (3.19)

The mutual information between Alice and Bob for each polarization channel can be obtained
by taking (3.19) and scaling the transmission by the angle projection

IBA,H = log2

(
1 +

2T cos2(θ)η 〈n〉
2 + T cos2(θ)ηε+ 2εthermal

)
, (3.20)

IBA,V = log2

(
1 +

2T sin2(θ)η 〈n〉
2 + T sin2(θ)ηε+ 2εthermal

)
, (3.21)

where θ is the angle between the polarization of the quantum signal at the output of the fibre
and that of the LO. In (3.18), χBE describes the Holevo bound that majors the amount of
information that Eve can gain on Bob’s recovered states, being obtained through [10].

χBE =
2∑
i=1

G

(
µi − 1

2

)
−

4∑
i=3

G

(
µi − 1

2

)
, (3.22)

where
G(x) = (x+ 1) log2(x+ 1)− x log2(x). (3.23)

In (3.22), µ1,2 are the symplectic eigenvalues of the covariance matrix describing the states
shared by Alice and Bob while µ3,4 are the non-unitary symplectic eigenvalues of the covari-
ance matrix that describes Bob’s projective measurement.

For this development, we assume that Alice modulates only the horizontal polarization.
The covariance matrix of the two-mode system at the output of Alice’s system is given by [10]
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γA =

[
V I2 ZσZ
ZσZ V I2

]
, (3.24)

where V is the variance of the signal at the output of the transmitter, Z is a measure of the
covariance between the mode Alice keeps and the one she sends to the fibre, I2 is the 2 × 2
identity matrix and σZ = diag(1,−1). In order to study the effects of polarization drift, we
expand γA by adding another mode, corresponding to the channel’s vertical polarization

γA,MP =

V I2 ZσZ 0
ZσZ V I2 0

0 0 0

 . (3.25)

Note that, in these matrices of matrices, the 0 represent a 2× 2 matrix of zeros. The matrix
that describes the channel’s polarization rotation by θ degrees is defined as [15]

JCh =

[
cos(θ)I2 sin(θ)I2
− sin(θ)I2 cos(θ)I2

]
, (3.26)

where we have included the identity matrices, I2, to separate the effect along the real and
imaginary parts of the signal, we assume that the polarization rotation does not cause cross-
talk between the two. Combining this matrix with that of a beam-splitter with transmission
coefficient T , yields the matrix that describes the full channel’s action, both transmission and
a polarization rotation, given by

ΛCh =

[ √
TJCh

√
1− TJCh√

1− TJCh

√
TJCh

]
. (3.27)

The full system with the unmixed noise mode is represented by the following covariance
matrix

γN = γA ⊕
[
(1 + T

1−T ε)I2 0

0 0

]
. (3.28)

We assume here that the excess noise at the input of the channel is contained only in the
horizontal polarization and that this noise will be distributed by the channel, alongside the
signal. This corresponds to assuming that Eve has access to the signal at Alice’s system
output, before any polarization drift has occurred, and that she then causes the polarization
rotation. Applying the channel transmission matrix to (3.28) as

γ′N = (I2 + ΛCh)TγN (I2 + ΛCh), (3.29)

where ·T indicates the transpose matrix. Equation (3.29) returns the modes at the output of
the transmission channel, and selecting Alice’s and Bob’s modes returns

γAB,MP =

 V I2
√
T cos(θ)ZσZ

√
T sin(θ)ZσZ√

T cos(θ)ZσZ cos2(θ)VBI2 cos(θ) sin(θ)VBI2√
T sin(θ)ZσZ cos(θ) sin(θ)VBI2 sin2(θ)VBI2

 , (3.30)

where

VB = TV + 1− T + Tε. (3.31)
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Figure 3.15: Key rate in function of the polarization angle for the vertical and horizontal
polarization ”channels”. These key rates are not independent from each other, rather they
are the key rates that would be observed if Bob were to monitor only one of the polarization
channels. Parameters assumed were β = 0.95, T = 0.1585, ε = 0.03 SNU, εth = 0.35 SNU,
〈n〉 = 0.33

By choosing either Bob’s horizontal or vertical polarization, we obtain the covariance matrix
for each channel individually

γAB,H =

[
(VA + 1)I2

√
T cos(θ)ZσZ√

T cos(θ)ZσZ cos2(θ)VBI2

]
, (3.32)

γAB,V =

[
(VA + 1)I2

√
T sin(θ)ZσZ√

T sin(θ)ZσZ sin2(θ)VBI2

]
. (3.33)

Following the methodology described in Chapter 2 to obtain µ1,2,3,4, we can obtain the mu-
tual information between Eve and Bob for each polarization channel. From these mutual
informations obtained from both (3.20)-(3.21) and (3.32)-(3.33), we can define the key rates
that would be obtained if Bob were to monitor only one of the polarization channels

KH = βIBA,H − χBE,H, (3.34)

KV = βIBA,V − χBE,V. (3.35)

We can now trace both key rates in function of the polarization angle, results shown here
in Figure 3.15, alongside the key rate expected from a channel without polarization drift.
From the results in Figure 3.15, we can see the key rate’s dependence on the polarization
drift angle, with the key rate of each individual polarization channel exhibiting a maximum
when the signal’s polarization is aligned to it (polarization angles of nπ for the horizontal
channel and of (2n + 1)π for the vertical channel, n ∈ N), and decreasing until it reaches a
negative value as it misaligns. The maximum value corresponds to the key rate of the ideal,
non-rotating channel. Note that these key rates should not be understood as independent
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from each other, but rather as the key rates that would be observed if Bob were to monitor
only one of the polarization channels.

The application of a CMA-like algorithm to achieve full random drift polarization com-
pensation can be described by the rotator matrix

ΛCMA =

[
hxxI2 hxyI2
hyxI2 hyyI2

]
, (3.36)

to the multi-polarization covariance matrix (3.30). Parameters hxx and hxy are analogous

to the vectors ~hx and ~hy from (3.12). Since we wish to recover the signal onto one of the
polarizations, we can simplify (3.36) to

ΛCMA =

[
hxxI2 hxyI2

0 0

]
. (3.37)

Since Bob controls this process, he can force hyx and hyy to be 0. Applying this rotator
to (3.30) we get

γ′AB,MP = (I2 ⊕ ΛCMA)TγAB,MP(I2 ⊕ ΛCMA)

=

 l(VA + 1)I2
√
T (hxx cos(θ) + hyx sin(θ))ZσZ 0√

T (hxx cos(θ) + hyx sin(θ))ZσZ (hxx cos(θ) + hyx sin(θ))2VBI2 0
0 0 0

 . (3.38)

Note that the noise present in the two input polarization modes now appears in the recovered
polarization mode. By discarding the empty polarization modes from (3.38), and setting
hxx = cos(θ) and hyx = sin(θ), we obtain the final covariance matrix

γAB =

[
(VA + 1)I2

√
TZσZ√

TZσZ VBI2

]
, (3.39)

which corresponds directly to the covariance matrix in [11], apart from
√
T having been put

in evidence. From this development we see that, assuming an ideal performance of the DSP
stage, our CMA implementation is transparent to the covariance matrix, thus having no effect
on security. A non-ideal performance of the CMA DSP step would result in the hxx and hyx
parameters not equalling cos(θ) and sin(θ), respectively, but rather to follow some other angle
φ. This would result in a degradation of the observed channel transmission, described here
by the parameter ηDSP = cos(φ) cos(θ) + sin(φ) sin(θ), from which definition it can be shown
that |ηDSP| ≤ 1. Since the same CMA DSP that is applied to the signal is then applied to
the shot and thermal noise figures, the effect of the non-ideal application of the DSP will also
be present in the shot noise estimate, thus its contribution in (3.31) will still be read as 1
and (3.39) becomes

γAB, non ideal =

[
(VA + 1)I2

√
ηDSPTZσZ√

ηDSPTZσZ (ηDSPTV + 1− ηDSPT + ηDSPTε)I2

]
, (3.40)

from which we see that a non-ideal application of the CMA step will result in a degradation
of the observed channel transmission. This degradation does not give any advantage to Eve,
but rather reduces the system’s performance.
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3.2.3 System performance

The system was run freely for a half hour in scrambled mode and, for comparison purposes,
fifteen minutes in unscrambled mode, with 2 ms snapshots taken every 10 seconds. The usage
of the SOP Locker/Scrambler in the scrambled mode allows us to emulate the polarization
drift that would be observed during an hours or days long experiment in minutes. This effect
can also be observed in the Poincaré sphere included as an inset in Figure ??, for which we
monitored the SOP of the signal prior to the attenuation for only 2 minutes. In this work
200 snapshots were taken in the scrambled scenario and 100 in the unscrambled one, each
snapshot containing 65536 symbols. Snapshots of the thermal and excess noises were obtained
immediately before the data snapshots. The behaviour for the channel transmissions of both
the single polarization and the recovered channels, in the scrambled scenario, are presented
here in Table 3.1. From the results in Table 3.1 we can see that the single polarization channels
exhibit a much lower average transmission and much higher variance of the transmission
estimates, when compared to the values observed for the recovered channel. The average

Table 3.1: Channel Transmissions for Single Polarization and Recovered Channels

Channel E
[
T̃
]

Var
[
T̃
]

Horizontal 0.088 0.0064
Vertical 0.068 0.0047
Recovered Channel 0.113 0.0014
Actual Transmission 0.116

estimated transmission obtained from the constellations is also very close to the transmission
that was measured a-priori, which took into account both the transmission of the 40 km
spool and losses in the receiver. In Figure 3.16 we present the values of the estimated excess
noise in the recovered channel observed for each of the 200 results taken in the scrambled
mode. Situations where a secure key was able to be transmitted are highlighted with green
asterisks. We can see that our system was able to recover secure keys for the duration of
the experiment, with the excess noise being close to 0, apart from some deviations caused
by failures in signal recovery. Some situations exhibit negative excess noise, these are not
present in Figure 3.16 due to the use of a logarithmic scale, these can be attributed to the low
number of samples used in this estimation. The average width of the 99% confidence interval
for the excess noise estimates is roughly 3.5 SNU, while the average excess noise observed
in our system is approximately 0.5 SNU. Nevertheless, negative excess noise estimations
are not unheard off, having been reported in [5], and a contributing factor may be time-
evolving imbalances of the optical components, a topic that is further explored in Chapter 5.
Further optimization of the noise calibration step could improve the overall efficiency of the
system. Finally, we show the experimentally observed secure key rates in function of channel
transmission in Figure 3.17, alongside with the corresponding theoretical curve, for which
the average values of the observed excess noise and thermal noise were used. Data from
both scrambled and unscrambled polarization scenarios is included. We can see that our
experimental results closely adhere to the theoretical curve and that the system performs
equally in both situations. We see that, in both scenarios, we were able to achieve secure
key rates of roughly 0.004 bits/symbol, slightly below that reported in [5], albeit using more
accessible components. As mentioned before, the reduced number of symbols utilized, coupled
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Figure 3.16: Evolution of the estimated excess noise for the 200 results taken. Situations
where the a secure key was able to be transmitted are highlighted with green asterisks.
Results taken in the scrambled scenario.

with the fact that post-processing is done offline, means that the security of our system
remains a proof of concept one. No secure transmissions were observed for the individual
polarization channels.

3.3 Lisbon field-trial

Having tested our system in the lab, we then proceeded to perform a field trial in Lisbon.
The system described in Section 3.2 was used to connect the Estado Maior General das
Forças Armadas building in Belém, where the transmitter stage was set up, to the Centro de
Manutenção Electrónica in Monsanto, roughly 3 km away, where the receiver was located. A
map pointing out the two locations connected is shown in Figure 3.18. The connection between
the two buildings was done over an already deployed optical fibre. Photos of the transmitter
and receiver stages of the communication system in situ are presented in Figure 3.19

A total of 4 C++ routines, 2 at the transmitter and 2 at the receiver, were written
that allowed it to update the key being transmitted and recovered. The first routine at
the transmitter side would generate a binary key of length 65538, where the first 3000 bits
were a predetermined bit sequence known at both the transmitter and receiver sides and the
remaining 62538 were a random sequence obtained using the default C++ rand() function.
This binary key was then encoded, using the netxpto simulation environment, in a Root
Raised Cosine (RRC) modulated signal, upconverted to 38.4 MHz and had a pilot added at
153.6 MHz. This modulated signal was then saved in a .csv file, with the second C++ routine
loading and transmitting the file to the DAC board at the rate of one file per minute. This rate
was chosen as to allow for synchronization between the transmitter and receiver stages. The
first routine at the receiver side would command the ADC board to capture a snapshot of the
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Figure 3.17: Achievable key rate, given by (3.18), for our polarization diverse receiver, with
β = 0.95.

electrical signal being outputted by the two balanced receivers once per minute, then saving
that capture to a .csv file. Synchronization with the transmitter stage was accomplished by
starting the routine once a 10 MHz reference tone, used to synchronize the clocks of the
DAC and ADC boards, was detected. This 10 MHz reference tone was shared by amplitude
modulating a 1300 nm laser and sending it to the receiver through an auxiliary optical fiber,
where it was evaluated using a PP-10G Nortel PIN Preamp Receiver. The second receiver
routine consisted of the application of the DSP stage to the .csv files generated by the first
routine. The DSP used the topology shown in Figure 3.9 and was followed by a decoding
of the recovered constellation back to binary. This recovered binary was then subjected to
a frame synchronization sub-routine, using the shared 3000 bits included in the transmitted
signal to find the start of the random sequence, this random sequence was then outputted by
the routine as a raw key.

The system was able to share raw keys autonomously for the full duration of the demon-
stration (which took around 2 hours), and was previously observed to work consistently for
the entire afternoon of the previous day. The raw keys were sifted into symmetric keys using a
Low Density Parity Check (LDPC) algorithm functioning in a reverse reconciliation mode (the
transmitter keys where corrected to include the errors of the keys at the receiver), provided by
Margarida Almeida, at the time with the Department of Physics of the University of Aveiro,
and were then used to feed an encrypted text communication channel, provided by Ricardo
Chaves from IT-Lisboa. Photographs of the communication windows at the transmitter and
receiver systems are shown in Figure 3.20.
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Figure 3.18: Map of the Belém and Monsanto region of Lisbon, pointing the two buildings
connected in the field trial.

(a) Transmitter system. (b) Receiver system.

Figure 3.19: Photos of the transmitter and receiver stages during the field trial in Lisbon.

(a) Encrypted text channel at the transmitter side. (b) Encrypted text channel at the receiver side.

Figure 3.20: Photos of the secure text link established between the transmitter and receiver
stages during the field trial in Lisbon.
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3.4 Summary

In this Chapter we started by presenting our simulated implementation of the system
described previously in Chapter 2, where we also take care to showcase our developed DSP
stage. We then proceeded to present a polarization diverse receiver architecture that avoids
the need for manual calibration or complex feedback loops to recover from random polarization
drift. Our proposed system works by detecting both polarizations independently and, after
application of the DSP routine presented and tested previously in simulation, performing
a modified CMA routine. We study the impact of polarization drift on security and show
that our system, under an ideal scenario, is capable of fully mitigating it. We validated our
proposed system experimentally both with an high-power classical signal and a low-power,
quantum signal. Our system was capable of working for an indefinite period of time at a
transmission distance compatible with metro network connections, and was able to generate
50 secure keys, in the asymptotic regime, from our 300 snapshots, with an average key rate of
∼0.001 bits/symbol. Finally, we presented some results from our Lisbon field trial, the first
such trial of a CV-QKD system in Portugal. During the field trial the system was capable of
sharing an updated key at a rate of one key per minute, being limited in this regard by the
capability of the computer performing the DSP.
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Chapter 4

Performance Optimization

In this Chapter the efforts made to further improve the performance of the Continuous
Variables Quantum Key Distribution (CV-QKD) system described in Chapter 3 are presented.

This Chapter begins with an exploration on why performance improvements on CV-QKD
systems are necessary and how these may be accomplished, presented in Section 4.1. In
Section 4.2 we describe how the performance of a CV-QKD can be greatly improved using
high-cardinality constellations coupled with Probabilistic Constellation Shaping (PCS). In
Sub-Section 4.2.1 we present experimental results in which we show how our polarization
diverse system was easily converted to these new constellation formats. The chapter concludes
with a short description of how we tackled improving the Digital Signal Processing (DSP)
performance by adding an auxiliary signal, presented in Section 4.3.

4.1 High performance CV-QKD

As was shown in Section 2.3, the performance of CV-QKD is highly dependent on the
channel parameters [1]. Different modulation parameters have different security limits, thus
a careful choice of modulation scheme is of high importance. CV-QKD can be grouped
into Gaussian Modulation (GM) or Discrete Modulation (DM) [1] methods. GM-CV-QKD
based systems allow for maximizing the transmitted information, as a result exhibiting an
optimal theoretical secure key rate and resistance to excess noise [1]. However, GM-CV-QKD
protocols have historically exhibited low reconciliation efficiency [2, 3], put an extreme burden
on the transmitter’s random number source [4] and tend to be more susceptible to imperfect
state preparation [5]. As a result, the majority of experimental work done in CV-QKD uses
DM [2]. DM-CV-QKD started by using Phase Shift Keying (PSK) constellations, 2-PSK and
4-PSK at first [1], followed quickly by the adoption of 8-PSK, the format that we have been
using in this work so far. This increase in constellation order is done because it brings the
performance of DM implementations closer to that of GM ones [6]. However we can see from
the results presented in Figure 2.7 that the maximum admissible excess noise limits, even in
the asymptotic regime, are quite low. In fact due to these limits, the experimental system we
presented in Section 3.2 was only able to generate secure keys 25% of the time, while operating
in the asymptotic regime. This is only exacerbated when finite size effects are taken into
account, as is shown in Figure 2.8. For example, for the parameters used in Section 3.2, with a
symbol frequency of 38.4 MBd (i.e. 38.4 million symbols per second), in order to even approach
the transmission distance of 40 km utilized, symbols would have to be acquired during a time-
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frame of roughly one minute. This poses a very high a practical challenge, not only because
the memory and processing required to accumulate and process so large a number of symbols
is very high, but also because the stability times of the channel and receiver parameters
are usually on the order of seconds [7]. This means that performance improvements again
need to be explored through novel constellation formats. Further increasing the order of
the PSK constellation does not produce an appreciable improvement [8], however, better
results have been obtained by using M-symbol quadrature amplitude modulation (M-QAM)
coupled with PCS [9]. M-symbol Amplitude and Phase Shift Keying (APSK) constellations
can have the same number of symbols while using a smaller number of amplitude levels, thus
exhibiting a peak-to-average power ratio 1.5 dB lower than that of an equivalent M-QAM
constellation [10]. M-APSK constellations, also coupled with PCS, have been proposed for
use in CV-QKD [3, 11]. Another avenue that can be explored to improve the performance
of CV-QKD is the improvement of DSP performance, allowing for high numbers of symbols
to be used in the parameter estimation stage and for the finite size performance to approach
the asymptotic one as much as possible.

4.2 CV-QKD with high cardinality constellations

For this study we have chosen to look at the 128-APSK regular 16 (reg16), and 128-APSK
irregular (ireg) constellations. To evaluate their performance, we will be comparing them with
the 8-PSK constellation we have been using up until now, as well as the optimal Gaussian
constellation. The states for these constellations are chosen from the alphabet [3]:

χ =
{ p
R
αe

ik 2π
Mp , k = 0, 1, ...,Mp − 1, p = 1, 2, ...R

}
, (4.1)

where p is the ring’s index (counting from the innermost to the outermost ring), α is the
amplitude of the outer ring, k is the state’s index within ring p and Mp is the number of
states within ring p. Diagrams of the two constellations are presented here in Figure 4.1. The
128-APSK(ireg) constellation, which can be seen in Figure 4.1a, consists of 5 rings containing
4, 12, 16, 32 and 64 states, counting from the innermost to the outermost ring, while the
128-APSK(reg16) constellation, which can be seen in Figure 4.1b, consists of 8 rings, each
with 16 states. The constellations’ rings follow a binomial distribution, which means that a
constellation with Q amplitude levels, Ai, i ∈ {1, ..., Q}, the probability of each amplitude i
is given by [3]:

Pi =
1

22Q−1

(
2Q− 1

Q− i

)
. (4.2)

Within any given amplitude level, each state is equiprobable.

Recall that the achievable secret key rate is given by

K = βIBA − χBE, (4.3)

where β is the reconciliation efficiency, IBA is the mutual information between Bob and Alice,
given by [6]

IBA = log2(1 + SNR) = log2

(
1 +

2Tη 〈n〉
2 + Tηε+ 2εthermal

)
, (4.4)
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Figure 4.1: Scatter diagrams of the irregular and regular 128-APSK constellations, coupled
with binomial distribution of the amplitudes.

and χBE describes the Holevo bound that majors the amount of information that Eve can
gain on Bob’s recovered states, being obtained through [6]

χBE =
2∑
i=1

G

(
µi − 1

2

)
−

4∑
i=3

G

(
µi − 1

2

)
, (4.5)

where
G(x) = (x+ 1) log2(x+ 1)− x log2(x). (4.6)

In (4.4), SNR stands for Signal to Noise Ratio, T is the channel transmission, 〈n〉 is the
average number of photons per symbol, η is the quantum efficiency of the photodetectors, ε
is the channel excess noise and εthermal is the receiver’s electronic noise. In (4.5), µ1,2 are the
symplectic eigenvalues of the covariance matrix describing the states shared by Alice and Bob

γAB =

[
(2 〈n〉+ 1)I2

√
TZσZ√

TZσZ (2T 〈n〉+ 1 + Tε)I2

]
. (4.7)

while µ3,4 are the non-unitary symplectic eigenvalues of the covariance matrix that describes
Bob’s projective measurement, the method through which this last matrix can be obtained is
described in detail in Section 2.3. In (4.7), I2 is the 2 × 2 identity matrix, σZ = diag(1,−1)
and the Z parameter is a measure of the correlation between the states at the transmitter
and receiver, being given by

Z = 2tr(ρ̂
1
2 âρ̂

1
2 â†)−

√
2εW, (4.8)

where ρ̂ is the density operator for the M-symbol discrete constellation defined by

ρ̂ =
M∑
k=1

pk |αk〉 〈αk| , (4.9)
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and [8]

W =

M∑
k=1

pk(〈αk| â†ρâρ |αk〉 − | 〈αk| âρ |αk〉 |2) (4.10)

and, finally,

âρ = ρ̂
1
2 âρ̂−

1
2 . (4.11)

The exact methodology to compute χBE can be found in [8]. The method for obtaining the
symplectic eigenvalues is explored in depth in Section 2.3.

In Figure 4.2 we present results comparing the performance of different constellation for-
mats. For these results, and unless otherwise noted, the parameters assumed are: T = 0.15849,
η = 0.90, β = 0.95, ε = 0.005 SNU, εth = 0.3 SNU and 〈n〉 was optimized for each situation.
Figure 4.2a shows the key rate in function of the transmission distance for the multiple con-
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Figure 4.2: Performance and security limit comparisons between different constellation for-
mats of a CV-QKD system. Unless when under study, a transmission distance of 40 km and
a true excess noise value of 0.005 SNU were assumed.
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stellation formats assumed, in the asymptotic regime. We can see that there is a considerable
performance improvement, with an increase of ∼50 km in maximum achievable distance,
from the 8-PSK to the 128-APSK constellations, with the latter constellations exhibiting, for
the parameters assumed here, almost the same performance as the optimal, Gaussian one.
Figure 4.2b shows the key rate in function of the channel excess noise for the multiple con-
stellation formats assumed, in the asymptotic regime. Again we see a dramatic improvement
in performance from the 8-PSK to the 128-APSK constellations, with the maximum admis-
sible noise jumping from under 0.01 SNU to over 0.10 SNU, with the Gaussian constellation
exhibiting a slightly higher excess noise resistance. Figure 4.2c shows the key rate in function
of the photon number, in the asymptotic regime. We see that the 8-PSK constellation not
only has a considerably lower performance, but also can only use a very limited number of
photons per symbol, generating no key for 〈n〉 > 1.7. Meanwhile, the 128-APSK(ireg) and
128-APSK(reg16) can use up to 6.3 and 8.9 photons per symbol. Taking into account that
the SNR is proportional to the number of photons per symbol and recalling from (2.3) that
the reconciliation efficiency, β, depends on the SNR, which in turn scales linearly with the
number of photons, 〈n〉, the ability to use of a higher number of photons carries a great
advantage. Finally, Figure 4.2d shows the maximum achievable transmission distance and
maximum admissible excess noise in the finite size scenario, described in Section 2.3.1, for
a confidence interval of 10−10 in function of the number of samples used in the estimation.
We see a dramatic improvement in for the maximum values of both parameters, with the
128-APSK constellations being able to reach a maximum distance roughly 20 km greater
than the 8-PSK one while using the same number of symbols, and being able to work with
a much higher excess noise, for example resisting an excess noise of 0.02 SNU using only
∼ 2−6 = 1.5% as many symbols. This dramatic drop in the the number of samples required
greatly simplifies practical implementations, as both the processing power for the DSP and
channel stability time requirements are drastically reduced.

The general approach of the performance of the 128-APSK constellations to that of the
Gaussian one can be understood as arising from these constellations looking more and more
like a two dimensional Gaussian distribution. This improvement in performance is achievable
by simply performing slight changes to the pre- and post-processing of the system, making
this solution highly desirable.

4.2.1 Experimental verification

We then proceeded to implement the new constellation formats explored here in the exper-
imental system described in Section 3.2. A block diagram of the system used for this trial is
presented in Figure 4.3. Alice starts by modulating the optical signal that she extracts from
her local coherent source, which consists of a Yenista OSICS Band C/AG Tuneable Laser
Source (TLS), tuned to 1550.004 nm. We again adopt Root Raised Cosine (RRC) modula-
tion because of the possibility of using matched filtering at the receiver without inter-symbol
interference [12], thus allowing for optimum Gaussian white-noise minimization, and set the
symbol rate was at 153.6 MBd. The RRC signal is then up-converted in the transmitter to an
intermediate frequency, fQ = 153.6 MHz, and frequency multiplexed with a DC pilot tone,
i.e. fP = 0 Hz, which will be used for frequency and phase recovery at the receiver. This
signal is fed into a Texas Instruments DAC39J84EVM Digital to Analog Converter (DAC),
which in turn drives a u2t Photonics 32 GHz IQ modulator coupled with a SHF807 RF
amplifier. The modulated signal is then attenuated using a Thorlabs EVOA1550F variable
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Figure 4.3: Block diagram of the experimental system. An in depth description on the applied
DSP is presented in Chapter 3.

optical attenuator until the signal has, on average, 1.29 photons per symbol for the irregular
and 1.91 photons per symbol for the regular constellation. The signal is then sent through
a single-mode fibre spool with length 40 km before arriving at the receiver. At the receiver
side, the signal is fed into a polarization diverse receiver, where it is mixed with the Locally
generated Local Oscillator (LLO). The LLO consists of a Yenista OSICS Band C/AG TLS
tuned to 1549.999 nm. In this situation, the signals have a frequency shift of fS ≈ 800 MHz.
The mixed optical signals are evaluated by a pair of Thorlabs PDB480C-AC balanced optical
receivers, connected to the inputs of a Texas Instruments ADC32RF45EVM Analog to Digital
Converter (ADC) board, which is running at a sample rate of 2.4576 GS/s. The digitized
signals are then fed into the digital signal processing (DSP) stage, where they are subjected
to frequency, phase and clock recovery, steps which are aided by the pilot tone inserted at fP ,
and matched filtering. For a more detailed description of the polarization diverse receiver, see
Section 3.2. The state sequences present at the transmitter and receiver were synchronized
through the use of a known header of 3000 states inserted at the start of the sequence by
Alice, with Bob computing a the Error Vector Magnitude (EVM) of a sliding window of the
states he recovers from the channel, with the sequences being synchronized when the BER is
minimum.

As stated previously, for the results presented in this work 〈n〉 was set at 1.29 pho-
tons per symbol for the 128-APSK(ireg) scenario and at 1.91 photons per symbol for the
128-APSK(reg16) scenario. Meanwhile, ε̃ and εthermal were dynamically estimated for each
experimental measurement run. The shot and thermal noise estimations were made with re-
course to captures of the receiver output with the transmitter laser turned off and with both
lasers turned off, respectively. To obtain precise shot and thermal noise figures, the same
DSP that was applied to the quantum signal was applied to the data collected for the shot
and thermal noise estimation, being down converted, phase compensated and filtered before
their variance was computed. Meanwhile, the values of ε̃ and εthermal used for the theoretical
curves in Figures 4.5 and 4.6 were the average of the experimentally observed ones. Lastly, η
was measured as 0.72.

Recall that Alice’s and Bob’s constellations, a and b respectively, are related by the normal
linear model [1]:

b = ta+ z, (4.12)

where t =
√
ηT and z is the noise contribution, following a normal distribution with null mean

and variance

σ2 = 2 + 2εth + ηTε. (4.13)
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We can estimate t through:

t̃ =
1

k
Re

{
k∑
i=1

aib
∗
i

|ai|2

}
=

1

k
Re

{
k∑
i=1

ai(tai)
∗

|ai|2

}
+

1

k
Re

{
k∑
i=1

aiz
∗
i

|ai|2

}
, (4.14)

since z has zero mean, the second term in (4.14) will cancel out, yielding

t̃ = t
1

k
Re

{
k∑
i=1

|ai|2

|ai|2

}
= t. (4.15)

Meanwhile, σ2 can be estimated through

σ̃2 =
1

k

k∑
i=1

(bi − t̃ai)2 =
1

k

k∑
i=1

(zi)
2. (4.16)

This topic is further explored in Section 2.3.1. Note that for the results presented in this
Section, the finite size effect is not taken into consideration due to memory limitations. The
experimental system was run continuously for roughly one hour and a half, with 7 ms snap-
shots taken every 30 seconds. The time between acquisitions was due to the limitations of
the ADC available in our laboratory. A total of 200 snapshots were taken, each containing
1048576 symbols. In order to achieve security in the finite size scenario with our constella-
tion formats, approximately 8 times as many symbols would have had to have been captured
in order to achieve security with a 10−10 confidence level [13], which is not possible due to
our post-processing hardware capabilities. This, coupled with the fact that post-processing
is done offline, means that our system remains a proof of concept one, albeit one with very
promising results.

In Figure 4.4 we present the evolution of the excess noise as a function of the acquisition
time. The theoretical excess noise limits for a secure transmission using 8-PSK, irregular and
regular PCS-128-APSK and Gaussian constellations, at a transmission distance of 40km, are
also included, as a dashed line, a dotted line, a dash-dot line and a full line, respectively.
For the theoretical limits of the Gaussian and 8-PSK constellations, 2.40 and 0.33 photons
per symbol were assumed, respectively. When a point is located bellow a certain line, it
would mean a transmission in those conditions would be secure. We can see that there is a
considerable increase from the security limit of the 8-PSK to that of the irregular PCS-128-
APSK, meaning that the system is able to transmit secure keys 1.9x more often than if it
were using an 8-PSK constellation, all while using the same, fully telecom-grade equipment.
Meanwhile, switching to a GM system would only lead to a 1.1x increase over the irregular
PCS-128-APSK constellation in the number of secure keys, a less dramatic increase. Note
that the system was not finely tuned beforehand, so we believe that this experiment decently
approximates a real-world scenario. Crucially, our system was able to generate secure keys
for the duration of the acquisition time. We also perform a comparative study between
the irregular and regular PCS-128-APSK constellations, also shown in Figure 4.4, where a
graphic inset shows the region immediately around the security limit in greater detail. For
the situation presented in this work, the use of a regular constellation would lead to only a
0.5% increase in the number of transmitted keys. However small this increase, it is achieved
with only a small alteration in the pre- and post-processing algorithms and both retain the
same advantage in ease of implementation when compared to the GM case. Again, in this
scenario our system was able to generate secure keys for the duration of the experiment.
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Figure 4.4: Evolution of the estimated excess noise for the 200 snapshots taken of both the
irregular and regular 128-APSK constellations. Theoretical limits for the 8-PSK, 128-APSK,
irregular and regular, and Gaussian constellations are included. A zoomed inset, showing the
region between the theoretical limits of the 128-APSK constellations and the Gaussian one,
is also included.

In Figure 4.5, the secure key rate, obtained through (4.3), as a function of the observed
excess noise is presented. Experimental results, using instantaneous measurements of the
channel transmission, excess noise and thermal noise, are presented as dots and squares, for
the irregular and regular PCS-128-APSK constellations, respectively. The trend lines for the
irregular PCS-128-APSK, regular PCS-128-APSK and Gaussian constellations are presented
as a dashed line, a dash-dot line and a full line, respectively. In obtaining these theoretical
trend lines, the average observed channel transmission, T̃ = 0.142, and the average observed
thermal noise, εthermal = 0.35 SNU, are used. From Figure 4.5, we can see that the regular
constellation has a slightly higher resistance to excess noise when compared to the irregular
one, and that in both cases the performance of our system as a function of excess noise is
quite close to that of an equivalent GM system, when sufficiently far away from the noise
limit value, with the advantage of a simpler key reconciliation stage.

In Figure 4.6 we present the secure key rate as a function of the transmission distance.
The mean experimental result for the regular PCS-128-APSK constellation is presented as a
star, with its theoretical line consisting of a dash-dot line, the mean experimental result for
the irregular PCS-128-APSK constellation is presented as a square, with its theoretical line
consisting of a dashed line, and the theoretical curve for a Gaussian constellation is presented
as a full line. The average excess noise in each experiment, 0.035 SNU in the irregular and
0.026 SNU in the regular one, was used for their corresponding theoretical curve, while for the
GM curve the average of the two excess noises was used. For all of these, the asymptotic regime
was assumed. Here we see that, under the observed experimental parameters, the regular PCS-
128-APSK constellation would theoretically be able to reach distances of upwards of 185 km,
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Figure 4.5: Secure key rate, given by (4.3) with β = 0.95, as a function of excess noise.
Experimental results identified as dots and squares, lines indicate the theoretical secure key
rate for the PCS-128-APSK irregular, PCS-128-APSK regular and Gaussian constellations.
The trend lines for the 128-APSK and Gaussian constellations use the mean transmission and
electrical noise observed experimentally.

while the irregular would only reach 129 km, albeit requiring the use of roughly 253 symbols
during parameter estimation in order to achieve security under a finite size scenario [13],
this would necessitate data transmission for much longer than the channel parameters can be
considered to remain stable. This indicates that, in a practical scenario, considering finite size
effects and assuming a channel stability time on the order of seconds, achievable distances of
around 60 km are expected. We see here that the experimental performance of the regular
constellation approaches that of the GM one, achieving 79% of the latter’s performance,
while the irregular constellation achieves only 58% of the GM system’s performance. These
discrepancies are in part due to the different mean excess noise observed in each scenario.
However, even when under the same channel parameters, regular constellations exhibit better
performance than irregular ones with the same cardinality [11].

4.3 Frame synchronization and parameter estimation

Despite the drastic improvements in performance obtained by changing to a 128-APSK
constellation, due to the memory and processing power limitations of our hardware, we still
weren’t able to operate in the finite size regime. Because of this, we endeavoured to reduce the
weight of the DSP used in our CV-QKD system. By far the slowest DSP step in the systems
presented in Sections 4.2 and 3.2 is the sequence synchronization step, a visualization of which
is presented in Figure 4.7. The particular results shown in Figure 4.7 are taken from one of
the snapshots taken for the results in Section 4.2.1, chosen at random This step would use
a header of k symbols that was inserted at the start of each sequence and would compute a
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Figure 4.6: Secure key rate, given by (4.3) with β = 0.95, as a function of the transmission
distance. Mean experimental result indicated as a star for the regular and as a square for the
irregular 128-APSK scenario. The theoretical results for the 128-APSK constellations use the
mean excess noise observed experimentally in each scenario, with the Gaussian results using
the average of the noise observed in the other two.

modified Error Vector Magnitude (EVM) using a sliding window scheme over the full received
sequence with length N . The EVM computed for each position i is given by

EVM(i) =
1

k

k∑
l=1

b(i+ l)− header(l)

|header(l)|
, (4.17)

The sequences were deemed synchronized at the point in which the EVM would be minimum,
the location of the minimum in Figure 4.7 is highlighted by a red circle. This technique is
not very efficient, requiring that k comparisons, each comparison comprising of a complex-
number subtraction and a division, be done N −k times. For the particular results presented
in Figure 4.7, the main DSP (excluding frame synchronization) stage took 117 seconds, while
the frame synchronization alone took 170 seconds. Taking into account the high number of
states required to function in the finite size regime, which can be seen in Figure 4.2d, this
means that this technique is woefully inadequate and presents a big limit to the system’s
performance. With this in mind we endeavoured to develop an alternative approach.

In Figure 4.8 we present a block diagram illustrating the method developed for easier
state sequence synchronization. In Figure 4.8 we also represent the hardware necessary for
Bob to perform real-time estimation of his receiver’s shot and thermal noise. This method
consists of frequency multiplexing a relatively high intensity Quadrature Phase Shift Keying
(QPSK) auxiliary channel with the same symbol rate as the quantum signal, carrying a m bit
counter and of generating the states for channel parameter estimation using a deterministic
Pseudo Random Number Generator (PRNG). The QPSK auxiliary channel can also be used
to share other useful and open information. Alice generates a random seed with her Quantum
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Figure 4.7: Visualization of the sequence synchronization DSP step. Header start location
identified by a red circle.

Random Number Generator (QRNG), with which she feeds her PRNG, which consists of a
64-bit linear-feedback shift register, described by the code

1 class LFSRand

2 {

3 private:

4 uint64_t g_wlfsr;

5

6 public:

7 void seed(uint64_t uSeed)

8 {

9 g_wlfsr = uSeed;

10 }

11 uint64_t rand64()

12 {

13 uint64_t bit;

14 uint64_t dwOut;

15 bit = ((g_wlfsr >> 0) ^ (g_wlfsr >> 1) ^ (g_wlfsr >> 3) ^

(g_wlfsr >> 4)) & 1;↪→

16 g_wlfsr = (g_wlfsr >> 1) | (bit << 63);

17

18 return g_wlfsr;

19 }

20 void discard(uint32_t discardLength)

21 {

22 for (uint32_t i = 0; i < discardLength; i++)

23 {
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Figure 4.8: Block diagram of the system showing the function of the proposed sequence
recovery, as well as the receiver and channel parameter estimation schemes.

24 rand64();

25 }

26 }

27 };

Alice then uses the output of this PRNG both to generate the states for estimation and to
control the location of those states, by using one bit to control the Time Division Multiplexing
(TDM). The TDM signal is then modulated following the same methodology described in
Chapter 3, following which it is combined with the m-bit counter carrying auxiliary signal
through Frequency Division Multiplexing (FDM).

At Bob’s side the signal is passed through an Acousto-Optic Modulator (AOM), which
allows Bob to switch off of the signal from the fibre in order to perform receiver parameter
characterization measurements. During the receiver characterization stage both the shot noise
and thermal noise of Bob’s receiver will be estimated, this noise is deemed to be trusted,
the latter of which being performed when both AOMs are set to shut off the signal. The
topic of receiver parameter estimation is further explored in Chapters 2 and 3. The AOMs
are controlled by a state machine which controls the immediate functioning mode of the
system, commanding the DSP to either perform the full DSP on the signal or to estimate the
receiver parameters. We consider that the three different states, thermal noise estimation,
shot noise estimation and signal reception, all have the same duration and are used cyclically.
In Figure 4.9 we present the output of one of the coherent receivers of the polarization diverse
receiver system described in Chapter 3. The system described in depth in Chapter 3 was
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Figure 4.9: Output of the horizontal coherent receiver showing the three operation states of
Bob’s system in Figure 4.8. From left to right, the states are:thermal noise estimation, shot
noise estimation and signal reception.

altered by the addition of two AOMs in the positions described in Figure 4.8. The top AOM,
controlling the signal from the fibre, consisted of a Gooch & Housego MLP035 modulator,
coupled with a R26035 driver also from Gooch & Housego, while the bottom AOM, controlling
the LO, consisted of an Aerodiode 1550-AOM-2, coupled with a RFAOM-T-200 driver also
from Aerodiode. Both drivers where in turn driven by a Transistor-Transistor Logic (TTL)
signal generated by an Arduino Due board, which cycled through the three states with a
frequency of 2.3 Hz. The three states are clearly distinguishable in Figure 4.9, identifiable by
the varying variance levels, with the first state corresponding to the thermal noise estimation,
the second one shot noise estimation and the third state to signal reception. In the transition
into and out of the thermal noise estimation stage we observe and sudden transient spike,
which reveals to us that a small gap around the state transitions should be cut out during
signal processing. When both AOMs are set to pass, Bob demultiplexes the auxiliary from the
quantum signal and processes both independently, subjecting each to a DSP stage identical
to the one described in Chapter 2. The information recovered within each cycle we dub a data
frame. From the auxiliary channel Bob will recover a simple binary sequence containing the
encoded m-bit counter, however he cannot be sure at what point in the binary description of
the number his sequence starts. To circumvent this, he decodes the binary in m-bit blocks into
the corresponding decimal number, delaying the start position of the decoding by 2 bits until
he finds one that recovers the sequence as consecutive integers. An example of a counter-based
synchronization recovery is presented in Table 4.1. Due to size constraints, an 8-bit counter
is assumed. For the example in Table 4.1 the sequence of succeeding integers is found in the
third iteration. Taking into account the data structure assumed here and that the QPSK
constellation encodes 2 bits per symbol, only m

2 start positions need to be tested recover the
sequence synchronization. An 8-bit counter would only be able to index 28 × 4 = 1024 states
before it repeats, due to the high number of states that need to be shared to work in the
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Table 4.1: 8-bit counter based synchronization recovery

Recovered binary 10 01 00 10 10 10 00 10 10 11 00 10 11 00 00 10 11 01

i = 1 146 162 178 194 ...

i = 2 ... 74 138 203 13 ...

i = 3 ... 42 43 44 45

finite-size regime, the bit width m used for the counter will have to be higher. The max
number of states for each m is presented for reference in Table 4.2. However, choosing a too

Table 4.2: Max number of states counted for different counter bit widths, m.

counter bit width, m 8 16 32 64 ...

max number of states 1024 262144 17179869184 73786976294838206464 ...

high value for m will result in a single QPSK state, the one encoding the bits 00, to be sent
much more frequently than the others, as a result the smallest value m for the desired number
of states being shared per data frame. Once Bob recovers the counter, Alice can share the
random seed she used to drive her PRNG through the authenticated classical channel. Since
Bob possesses the same 64-bit linear-feedback shift register PRNG as Alice does, and now is
in possession of the seed used by Alice and the knows at which point in the PRNG sequence
his recovered data starts, he can generate the states that Alice TDM multiplexed into the
quantum signal for channel parameter estimation and knows their positions. In order to
mitigate the impact of errors in the QPSK channel, Bob can choose a relatively large number
of bits to decode and set the pass-fail decision as based on a percentage of the recovered
integers being consecutive. For example, Bob might set his pass-fail percentage as 99% and
decode a total of 3000 integers, corresponding to 3000×m bits, he deems to have recovered
the counter once he finds 2970 or more consecutive integers in his decoded sequence. Now in
the possession of the channel parameters, Bob can evaluate the security of the shared key and
choose whether to proceed to key reconciliation and privacy amplification. Once the seed is
shared, Alice extracts a new one from her QRNG, resets the m-bit counter and the process
repeats.

4.4 Summary

In this Chapter we have presented methods through which the performance of CV-QKD
systems may be improved. We first show how the performance of our DM-CV-QKD commu-
nication system can be improved, while using the same telecom-grade components as before,
by transitioning to PCS-128-APSK constellation formats. This change to our previously
presented system greatly improves on the capability of 8-PSK based systems, allowing for an
extra 50 km for transmission distance, a 10 fold increase in excess noise resistance and at least
a 3-fold increase in the allowable photon-number. The capability to withstand much worse
channel parameters also has the knock-on effect of enabling the updated system to, in the
finite size scenario, reach the same performance as the 8-PSK one while using 95% fewer sam-
ples, greatly reducing the post-processing hardware requirements. We present results from
our experimental system where we show that, after the conversion to the PCS-128-APSK
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constellation formats, our average key rate rose by a factor of 10 to ∼0.01 bits/symbol, corre-
sponding to 79% of the performance of an equivalent GM-CV-QKD system. Our experimental
system was tested with a fiber channel of 40 km and would be suitable to work in the finite
size regime in both metro network connections and some short- to medium-range inter-city
connections, provided that a substantial but ultimately manageable increase in the block size
is performed. Furthermore, we show that, in the asymptotic regime, our system is capable
of reaching distances in excess of 185 km, and, as a result, is compatible with medium- to
long-range inter-city connections. We also present a full system diagram of how our system
can be updated to perform sequence synchronization as well as receiver and channel param-
eter estimation efficiently. Through the use of an auxiliary QPSK channel we are able to
recover sequence synchronization using only a fraction of the number of symbols required by
our previous, header-based technique in a manner that scales well with increasing block sizes.
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Chapter 5

Impact of Device Imperfections

In this Chapter we present the theoretical and numerical models used to describe the
impact of device imperfections on the performance and security of a Continuous Variables
Quantum Key Distribution (CV-QKD) system using Discrete Modulation (DM). The results
in this Chapter aim to study how the use of realistic, imperfect devices will affect the per-
formance of a system whose theoretical security proof assumed to be composed of balanced,
ideal devices.

This Chapter begins in Section 5.1 with a short introduction, where the fact that the
security proofs for CV-QKD, including the proof presented in this work in Chapter 2, assume
ideal, balanced components, is explored. The introduction is followed by a study on the
impact of modulator device imperfections on the security and performance of Continuous
Variables Quantum Key Distribution (CV-QKD) systems, presented in Section 5.2, followed
by a further study on the impact of generic constellation deformations on the same parameters,
presented in Section 5.2.2. This Chapter then concludes with a study on the impact of
receiver imbalances on the performance of Continuous Variables Quantum Key Distribution
(CV-QKD) systems, presented in Section 5.3.

5.1 CV-QKD with imperfect devices

We previously established the security of DM-CV-QKD in Chapter 2. However, in this
development it was assumed that the experimental components employed were balanced [1–5],
something that in real-life implementations can not always be trusted. This was also the case
for the security evaluations of the systems presented in Chapters 3 and 4. In Chapter 4 we
also looked at how the performance of CV-QKD may be improved by the employment of more
complex constellation formats, with the more the constellations approaches the Gaussian one
(usually done by increasing cardinality), the better the performance [4, 5]. However, Gaus-
sian constellations, due to their continuous nature, tend to be more susceptible to imperfect
state preparation [6], as no modulation stage has the infinite resolution required to faithfully
recreate the necessary bi-variate Gaussian distribution, and choosing a too high cardinality
constellation will again cause distortions in the modulation stage to become apparent. The
formalism presented in Section 2.3 allows us to evaluate the inherent security of an arbitrary
constellation.Another approach is to treat these imbalances as deviations from the ideal sys-
tem and seeing the impact of these imperfections on the parameters that can be measured
by Alice and Bob, assuming that a balanced system would yield the true performance, any
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deviation from it would result in either lost performance or a partially insecure key being
generated. This possible double impact of loss of performance or loss of security shows that
an in depth study on the impact of device imperfections of the CV-QKD system is paramount.

For these studies it is helpful to consider a simplified CV-QKD system, such as the one
presented in Figure 5.1, which will be used as a basis for the work in this Chapter. The

Figure 5.1: High level block diagram of a coherent state CV-QKD system.

transmitter stage is comprised of a laser source, which generates a coherent signal that is
then modulated in a generic modulation stage. The modulated signal is then transmitted
through a Single Mode Fibre (SMF) with a transmission coefficient of T . At the receiver
assembly, the modulated signal is evaluated with the help of a reference tone extracted from
a local laser source, with which it is mixed in a coherent detection assembly, which may consist
of an intradyne or heterodyne receiver. The output of the balanced receiver is subjected to
a Digital Signal Processing (DSP) stage, at the end of which the transmitted constellation
is recovered. The information measured at the receiver can be used to estimate the channel
parameters, which is a fundamental step to obtain the secure key rate.

5.2 Modulation device imperfections

In this section, we describe the theoretical model used to describe the role of modulation
stage imperfections on the performance of a DM-CV-QKD system. We present the impact of
those imbalances on the shape a 256-Quadrature Amplitude Modulation (QAM) constellation
in order to illustrate the problem. The 256-QAM constellation is chosen because it has a high-
cardinality and, being square, deformations to it are quite easy to identify. The modulation
stage mentioned in Figure 5.1 can take different forms, for the purposes of this work two
different modulation methods are assumed: (1) an Amplitude Modulator (AM) connected in
tandem with a Phase Modulator (PM); (2) a single In-phase and Quadrature (IQ) Modulator.
Both modulation methods can be fully described as systems of Beam Splitter (BS) and PMs.
For the diagrams presented in this work, the BS are presented as teal squares and labeled
by their transmission coefficient, ηi, while the PMs are presented as yellow rectangles with
rounded corners and labelled by the complex exponential that describes their action on the
signal, ei(φi(t)+φbiasi ), where φi(t) is the time-varying phase that is intended to be imparted
on the signal and φbiasi is a constant factor that sets the phase added to the signal when
φi(t) = 0.

A low-level block diagram of an AM&PM pair is presented in Figure 5.2, assuming the
AM to be in a push-pull configuration. The input signal is first split in the η1 BS, with the
reflected component having the phase φ1(t) + φbias1 imparted on it and the transmitted one
the phase φ2(t) + φbias2 . After these individual phase modulations, the two resulting signals
are combined again in the second BS with transmission coefficient η2. The interference that
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Figure 5.2: Low level block diagram of an Amplitude- and Phase-modulator based modulation
stage.

occurs at this combination is what accomplishes the amplitude modulation. The amplitude
modulated signal is then subjected to one last phase rotation of φ3(t) + φbias3 . The in-out
relations of a generic AM&PM pair can be described as

outAM&PM =
[√

η1(1− η2)ei(φ1(t)+φbias1 )+√
(1− η1)η2e

i(φ2(t)+φbias2 )
]
ei(φ3(t)+φbias3 )inAM&PM. (5.1)

Note that, from a theoretical point of view, the relative position of the AM and PM is
arbitrary, as the resulting in-out relations will be the same. In an ideal, balanced scenario,
we would have η1 = η2 = 0.5, φ1(t) = −φ2(t), −φbias1 = φbias2 = π/2 and φbias3 = 0. In this
scenario, (5.1) would simplify to

outAM&PM = sin(φ1(t))eiφ3(t)inAM&PM. (5.2)

A further factor is that, in order for the desired constellation to be faithfully recreated, φ1(t)
should contain the arcsin of the desired amplitude levels, in order to prevent the appearance
of non-linearities in the AM, and the PM should be fully driven, i.e. φ3(t) should make a full
rotation from −π to π.

The deformation of a regular 256-QAM constellation, taking into account different im-
balance types, in the AM&PM scenario is presented in Figure 5.3. Figure 5.3 (a) is a
schematically represented, ideal regular 256-QAM constellation, included for comparison.
Figure 5.3 (b) shows the constellation generated when the internal BS are imbalanced, for
this particular constellation η1 = 0.6 and η2 = 0.5 were assumed. In this situation, the sig-
nals in each arm of the AM will have different amplitudes, thus impacting the interference
that occurs at the η2 BS, inhibiting the destructive interference. Note that if η1 6= 0.5 and
η2 6= 0.5 but η1 + η2 = 1, the output constellation will appear with a lower amplitude but
otherwise unaffected, having no effect on system performance. Figure 5.3 (c) shows the con-
stellation generated when the bias points of the individual PMs of the AM are incorrectly
set, for this particular constellation φbias1 = −2π

5 and φbias2 = π
2 were assumed. Again, the

interference that occurs at the η2 BS is impacted, as the signals at each arm are no longer in
phase opposition. Figure 5.3 (d) shows the constellation generated when the signals driving
the two individual PMs of the AM have different amplitudes, for this particular constellation
φ1(t) = −1.2φ2(t). In this situation we observe deformation from the non-linear nature of
complex exponentials. Finally, Figures 5.3 (e) and (f) show the constellation generated when
the PM is either over- or under-driven, i.e. φ3(t) is not contained in or is not capable of
filling the ] − π, π] domain. In Figure 5.3 (e) we assume that the PM is over-driven by a
factor of 20%, this results in the constellation points of the 2nd and 3rd quadrants to overlap.
Conversely, in Figure 5.3 (f) we assume that the PM is under-driven by a factor of 20%, which
results in a slice of the 2nd and 3rd quadrants to not be reachable, causing the constellation
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Figure 5.3: Exemplary deformed 256-QAM constellations for multiple imbalanced AM&PM
scenarios.

to have an open region. An incorrectly set φbias3 will result in a simple rotation of the whole
constellation, since this can be easily compensated in DSP [7] this effect is not considered
further in this work.

A low-level block diagram of an IQ Modulator is present in Figure 5.4. An IQ Modulator

Figure 5.4: Low level block diagram of an IQ-modulator based modulation stage.

can be seen as a pair of nested AMs, with one modulating the in-phase and the other the
quadrature component of the signal. To accomplish this, the input signal is first split in
the η1 BS, with each output of being subjected to the same amplitude modulation process
described previously in the AM&PM scenario. The output of the lower AM in Figure 5.4 is
then subjected to a phase rotation of φπ

2
before it is combined with the output of the upper
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AM. The in-out relations of a generic IQ Modulator can be described as

outIQ =
{√

η1(1− η6)
[√

(1− η2)(1− η4)ei(φ1(t)+φbias1 ) +
√
η2η4e

i(φ2(t)+φbias2 )
]

+
√

(1− η1)η6

[√
η3η5e

i(φ3(t)+φbias3 ) +
√

(1− η3)(1− η5)ei(φ4(t)+φbias4 )
]}

inIQ (5.3)

In an ideal, balanced scenario, we would have η1,2,3,4,5,6 = 0.5, φ1,3(t) = −φ2,4(t), −φbias1,3 =
φbias2,4 = π/2 and φπ

2
= π

2 . In this scenario, (5.3) would simplify to

outIQ = [sin(φ1(t)) + i sin(φ3(t))]inIQ. (5.4)

Again, a further factor is that φ1(t) and φ3(t) should contain the arcsin of the desired ampli-
tude levels.

The deformation of the constellation caused by different imbalances in the IQ scenario
is presented in Figure 5.5. Again we include an ideal regular 256-QAM constellation for

Figure 5.5: Exemplary deformed 256-QAM constellations for multiple imbalanced IQ scenar-
ios.

comparison, presented in Figure 5.5 (a). Figure 5.5 (b) shows the constellation generated
when the external BS (external in relation to the nested AMs, i.e. η1 and η6) of the IQ
are imbalanced, for this particular constellation η1 = 0.6 and η6 = 0.5 were assumed. In this
situation, the signals in each nested AM will have different amplitudes, resulting in the output
constellation having stretched out appearance. Note that, analogously to what occurs in the
AM+PM scenario, if η1 = η6, the output constellation will appear with a lower amplitude
but otherwise unaffected, having no effect on system performance. Figure 5.5 (c) shows the
constellation generated when internal BSs are imbalanced, for this particular constellation
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η2 = 0.6 and η3 = η4 = η5 = 0.5 were assumed. This causes a slight bowing of the output
constellation in the direction of the quadrature being modulated by the imbalanced AM.
Figure 5.5 (d) shows the constellation generated when the bias points of the internal PMs
deviate from ±π

2 , for the particular constellation shown φbias1 = −2π
5 and φbias2 = −φbias3 =

φbias4 = π
2 were assumed. In this situation, an asymmetric bowing of the constellation is now

seen, again affecting the quadrature being modulated by the now imbalanced AM. Finally,
Figure 5.5 (e) shows the constellation generated when the quadrature bias point is incorrectly
set, i.e. φπ

2
6= π

2 , for this particular constellation φπ
2

= 2π
5 . When this occurs, the two

signals being modulated in each nested AM are no longer separated by π
2 , resulting in the

constellation now being slanted diagonally.
In all the imbalanced scenarios shown previously, the deformation of the constellation will

impact the true performance of the system, as the set of states now being generated deviates
from that of the ideally generated constellations. If Alice and Bob assume the constellation
was correctly generated, it will cause the channel parameters estimated in the receiver to
degrade.

5.2.1 Performance impact of Imperfect Modulation Stage Devices

In this section, we describe how to compute the channel parameters and subsequent secure
key rate and show the impact of transmitter device imperfections on the performance of a
DM-CV-QKD system.

For this work we will be studying the impact of modulation imbalances on the perfor-
mance of systems using 5 different constellation formats: 1024-QAM, 256-QAM, 64-QAM
and regular 256-APSK with 32 states per ring and 64 states per ring. The amplitude levels
of the constellations studied in this work follow a Maxwell-Boltzmann distribution. For a
constellation with Q amplitude levels, Ai, i ∈ {1, ..., Q}, the probability of each amplitude i
is given by

Pi =
e−νA

2
i∑Q

n=1 Pn
, (5.5)

where the ν parameter needs to be optimized for each scenario. The probability, qk, of a given
state, |αk〉, with amplitude |αk| = Ai, in a given constellation, can be readily computed by
dividing the amplitude probability by the total number of states with the same amplitude.
All constellations are generated with the same initial maximum amplitude of 1, with new
amplitude levels being added progressively closer to the origin. After deformation, the final
amplitude of the constellations was set so that

〈n〉 =

M∑
k=1

qk|αk|2, (5.6)

where 〈n〉 is the average number of photons per symbol. For the results in this work, 〈n〉
was optimized for each constellation format, with Alice assuming that her constellation is
faithfully recreated in the optical domain, i.e. that the modulation system is balanced and
that the constellation points are correctly positioned. The value of 〈n〉 was kept constant
regardless of the degree of the constellation deformation.

Recall from Chapter 2 that the transmitter, a, and receiver, b, constellations are related
by the normal linear model [7]:

b = ta+ z, (5.7)
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where t =
√

2 〈n〉 ηdT̃ and z is the noise contribution, which follows a normal distribution
with null mean and variance

σ2 = 2 + ηdT̃ ε̃+ 2εthermal. (5.8)

In the t and σ2 parameters, T̃ is the estimate for the channel transmission, ηd is the quantum
efficiency of Bob’s detection system, ε̃ is the estimate for the excess channel noise and εthermal

is the receiver thermal noise, these last two being both expressed in shot noise units (SNU).
Recall also that t and σ2 can be estimated through [7]:

t̃ =
1

N
Re

{
N∑
i=1

aib
∗
i

|αi|2

}
, σ̃2 =

∑N
i=1 |bi − t̃ai|2

N
. (5.9)

The transmission and excess noise are then estimated through:

T̃ =
t̃2

2 〈n〉 ηd
, ε̃ =

σ̃2 − 2− 2εthermal

ηdT̃
. (5.10)

We previously explored the security of DM-CV-QKD against collective attacks in Chap-
ter 2, following the methodology presented in [8]. Recall that the achievable secure key rate
is given by:

K = βIBA − χBE, (5.11)

where β is the reconciliation efficiency, given by

β = 2
R

IBA
, (5.12)

where R is the rate of the reconciliation code being employed. Meanwhile, IBA is the mutual
information between Bob and Alice, given by [3]:

IBA = log2

(
1 +

2T̃ ηd 〈n〉
2 + T̃ ηdε̃+ 2εthermal

)
= log2 (1 + SNR) , (5.13)

where SNR stands for Signal to Noise Ratio. As β is dependent on IBA, it will be indirectly
dependent on the SNR, in fact, a given code rate R is limited by the minimum SNR it requires
to function, with the higher the rate, the higher the minimum SNR required. For this work we
assume a Multi Edge Type Low Density Parity Check (MET-LDPC) reconciliation method,
with the code rates and corresponding SNR limits being presented in Table 5.1 [9, 10]. The

Table 5.1: Code rates and respective minimum SNR requirements of different MET-LDPC
matrices [9, 10].

R Minimum SNR

0.25 0.4162
0.10 0.1549
0.05 0.0741
0.02 0.0286
0.01 0.0141
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value of β was computed for each scenario, with the optimal code rate being chosen for each.
In (5.11), χBE describes the Holevo bound that majors the amount of information that

Eve can gain on Bob’s recovered states, being obtained through the methodology presented
in Chapter 2, where the key parameter of interest to us the Z parameter, which is a measure
of the correlation between the states at the transmitter and receiver, being given by

Z = 2tr(ρ̂
1
2 âρ̂

1
2 â†)−

√
2εW. (5.14)

where ρ̂ is the density operator for the M-symbol discrete constellation, defined by [8]

ρ̂ =

M∑
k=1

pk |αk〉 〈αk| , (5.15)

and [8]

W =
M∑
k=1

pk(〈αk| â†ρâρ |αk〉 − | 〈αk| âρ |αk〉 |2) (5.16)

and, finally,

âρ = ρ̂
1
2 âρ̂−

1
2 . (5.17)

The exact methodology to compute χBE can be found in [8] and is reproduced here in Chap-
ter 2.

In order to evaluate the impact of the constellation deformations, we look at two different
security scenarios:

• The real scenario, in which the value of Z in (2.32) is calculated for each individual
deformed constellation and the deformations themselves are assumed to be taken into
account during parameter estimation, i.e. the deformation does not affect the estimated
channel parameters. This value will correspond to the actual key rate of the deformed
constellations.

• The naive scenario, which consists of the key rate that Alice and Bob estimate by
assuming that the transmitter system is balanced, using the value of Z computed for
the ideal constellation and attributing all deviations from the ideal constellation to
reduced transmission and excess channel noise.

The system parameters assumed in this work were T = 0.1585 (corresponding to the trans-
mission coefficient of a standard 40 km SMF), η = 0.9, εthermal = 0.3 SNU and ε = 0.01 SNU.
In the naive scenario, the noise introduced by the deformation of the constellations is added
to ε.

The performance of the imbalanced AM&PM modulation stage (see Figure 5.2), measured
in terms of the secret key rate, given by (5.11), for a combination of 3 different constellations
with 256 cardinality, is presented in Figure 5.6. Figure 5.6 (a) shows the key rate in function
of the different values of the AM BS. We see that, for the 3 constellations assumed, the real
value of the key rate decreases slowly as the value deviates from equilibrium, while the naively
estimated value decreases much more sharply, as the excess noise induced by the deformation
takes it toll. Meanwhile, in Figure 5.6 (b) we show the key rate in function of the bias point
of the internal PM of the AM. This time around, both the real and naive values of key rate
decrease very quickly as the value deviates from equilibrium. In both the previous scenarios
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Figure 5.6: Real (full line) and naively (dashed line) estimated secret key rates for an im-
balanced AM&PM modulation stage. Shapes and colours indicate the different constellation
formats, blue circles indicate the 256-QAM constellation, orange diamonds indicate the 256-
APSK with 32 states per ring and yellow squares indicate the 256-APSK with 64 states per
ring. The parameters assumed were T = 01585, ν = 0.9, εthermal = 0.3 SNU and ε = 0.01 SNU,
in the naive scenario to this excess noise is added the contribution of the deformation of the
constellations.

we see that the 256-APSK (reg64) constellation, the one that places its lowest amplitude
states the farthest away from the origin, is the one whose performance, both in the real and
naive scenarios, decreases the slowest. This is due to imbalances in the AM degrading its
ability to perform destructive interference, causing the lower amplitude states to be shifted,
which will be read as excess noise. Figure 5.6 (c) shows the key rate in the situation of an
asymmetrically driven AM, where the amplitude of φ1(t) is multiplied by a constant factor
while φ2(t) remains unchanged. This time around, the real value of the key rate decreases
faster when φ1(t)/φ2(t) < 1 than in the opposite scenario, while the naively estimated value
decreases much more sharply and roughly at the same rate for the 3 constellations studied.
Finally, Figure 5.6 (d) shows the key rate in the situation of an under/overdriven PM. The real
value of the key rate decreases very slowly as the value deviates from equilibrium, while from
in the naive scenario only the 256-APSK (reg64) constellation sees a considerable reduction
in performance. This is due to the 256-APSK (reg64) constellation placing the most points
close the x-axis, and as a result will have more points deviated from their optimal position.
For all the results in Figure 5.6, we see that the performance estimated by Alice and Bob in
the naive scenario is lower than its corresponding real value.

The performance of the imbalanced IQ modulation stage (see Figure 5.4), measured in
terms of the secret key rate, given by (5.11), and for a combination of 3 different QAM
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constellations, is presented in Figure 5.7. Figure 5.7 (a) shows the key rate in function of the

Figure 5.7: Real (full line) and naively (dashed line) estimated secret key rates for an imbal-
anced IQ modulation stage. Shapes and colours indicate the different constellation formats,
blue circles indicate the 1024-QAM constellation, orange diamonds indicate the 256-QAM
constellation and yellow squares indicate the 64-QAM constellation. The parameters as-
sumed were T = 01585, ν = 0.9, εthermal = 0.3 SNU and ε = 0.01 SNU, in the naive scenario
to this excess noise is added the contribution of the deformation of the constellations.

different values of the outer BSs of the IQ modulator. We see that, for the 3 constellations
assumed, the real value of the key rate decreases slowly as the value deviates from equilibrium,
while the naively estimated value decreases much more sharply, with the 1024- and 256-QAM
constellations exhibiting almost the same performance and the 64-QAM one exhibiting a
noticeably lower one. Figure 5.7 (b) shows the key rate in function of the different values of
the inner BSs of the IQ modulator. Again, the naive value of the key rate decrease much faster
than the real one, with the detail that the 64-QAM constellation being slightly more resistant
to the drop in performance than the other, higher-cardinality constellations. Figure 5.7 (c)
shows the key rate in function of the bias point of the internal PMs of the IQ modulator. Once
more, the naive value of the key rate decreases much faster than the real one, with the 1024-
QAM constellation being slightly more affected and exhibiting a higher performance drop
than the other two considered. Lastly, Figure 5.7 (d) shows the key rate in function of the
bias point of the IQ modulator’s quadrature bias. Similar results to the case of Figure 5.7 (a)
are seen, with the real value of the key rate decreasing slower than the naive one, with the
1024- and 256-QAM constellations exhibiting almost the same performance and the 64-QAM
exhibiting a noticeably lower one. Similarly to the AM&PM scenario, for all the results in
Figure 5.7, the performance estimated by Alice and Bob in the naive scenario is lower than
its corresponding real value.
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5.2.2 Impact of Finite Extinction Ratio (FER) on CV-QKD

It can prove useful to look at the isolated impact of the Finite Extinction Ratio (FER)
on the performance of the system. The extinction ratio of a modulator describes the ratio
between the maximum and minimum powers its output signal can achieve, and is usually
indicated in dB. Assuming a modulator without gain, the maximum output power is, at
most, equal to the power at its input, as a result, the ER is governed by the minimum output
power, i.e. how effective the modulator is in extinguishing the signal [6]. In order to be able
to fully extinguish the input optical signal, the extinction ratio of the modulator would have
to be infinite, as a result its inability to achieve this is attributed to its FER. In terms of the
output constellation, this effect will be seen as the inability to place points at or near the
origins of the complex plane.

In Figure 5.8 we present a pictogram depicting this phenomena, where the FER is indicated
by the shaded areas. Figure 5.8 also contains a simplified block diagram of a transmitter in

Figure 5.8: Left: pictogram depicting the impact of finite extinction ratio on the position of
constellation points; right: simplified block diagram of a CV-QKD transmitter.

a CV-QKD transmission link employing an IQ modulator. Each one of the nested AM of
the IQ modulator will have some finite extinction ratio, which we assume to be equal to each
other. Due to the FER of modulator, the modulation stage is unable to place constellations
points in the shaded area, as a result the actually generated constellation points are shifted
to the closest available region. Assuming the modulator does not have gain, as constellation
formats add more and more amplitude levels, this is achieved by placing these levels closer to
the origins. Eventually these points will be placed in the unreachable region, with the result
being a deformed constellation.

Again we assume that the constellations follow a Maxwell-Boltzmann distribution as de-
scribed in (5.5). For the results in this section, we consider that Alice estimates the optimal
ν parameter assuming that her constellation is not deformed. Note that, in general, the in-
nermost points in Probabilistic Constellation Shaping (PCS) constellations are much more
likely to be chosen [4, 5].

The evolution of the constellation as it progresses through the transmitter is presented in
Figure 5.9. Again, for the purposes of this work, we assume that Alice acts naively, i.e. when
modulating her signal she considers the output constellation of her modulator is ideal. The
FER of the IQ modulator shifts the constellation points that are closest to the quadrature
axis away from them, this can be seen in Figure 5.9b. Meanwhile, when Alice is calibrating
her output photon number, and because the innermost points of the constellation are the
most common ones, she will in essence pull all constellation points towards the origin, thus
resulting in a deformed output constellation of the sort shown as blue dots in Figure 5.9c,
where the ideal output constellation is also included as orange circles. From this we can see
that the impact of the FER will be that the higher amplitude states will contaminate the
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(a) Original constellation at
DAC output.

(b) FER shifts lower constella-
tion points.

(c) After 〈n〉 calibration, the
output constellation is de-
formed.

Figure 5.9: Pictogram depicting the impact of finite extinction ratio on a 64-QAM constel-
lation, presenting the constellation as it would look after exiting the DAC, then after exiting
the IQ-Modulator and then after being attenuated to the desired photon-number. Where
useful, ideal point positions are presented as orange circles, while their actual positions are
presented as blue dots.

lower amplitude ones.

Security impact of FER

For these results we assume only the naive scenario. Since the modulation signals used in
CV-QKD often include high amplitude auxiliary channels in conjunction with the quantum
signal itself, we have chosen to express the FER according to its position in relation to
the higher amplitude point of the constellation. This means that if the relative position
is expressed as 0.5, the position of points whose amplitude are less than half that of the
highest amplitude point will be shifted according to the process described in Figure 5.8. In
Figure 5.10 we present the dependence of the system performance on the relative position
of the FER limit for 4 QAM constellations of different cardinality, namely 1024-, 256-, 64-
and 16-QAM. We can see from Figure 5.10a that the FER will start introducing excess noise
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Figure 5.10: Performance of the CV-QKD link in function of the position of the FER limit.
4 different cardinality QAM constellations were assumed.
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progressively earlier as the constellation’s cardinality increases. This is understandable, as
the higher the number of states in the constellation, the larger will be number of amplitude
levels and the closer the lowest amplitude states will be to the origins. However, we see
that the induced excess noise eventually levels out to a more or less constant value, with
the higher cardinality constellations leveling out at a lower value than the lower cardinality
ones. This is due to the fact that, due to the employed PCS, the more amplitude levels
the constellation has, the lower the likelihood will be that states of higher amplitude will be
chosen, this means that the “contamination” by the higher amplitude states will be lower.
Higher cardinality constellations also exhibit a higher resistance to excess noise [4, 11], so
a better measure of the impact of FER on the performance of the system is the remaining
excess noise allowed before no secure key can be generated, this is shown in Figure 5.10b.
We see that, despite FER only impacting them later, the two lower cardinality constellations
consistently exhibit a lower excess noise allowance, owing to their initial lower noise resistance.
Meanwhile, the 256-QAM briefly exhibits a higher noise allowance than the 1024-QAM one,
before dropping back down as the stabilization level of its induced excess noise becomes higher.
In Figure 5.10c we present the system secret key rate in function of FER while assuming the
only contribution to excess noise is the constellation distortion. In this scenario we see that the
best performing constellation format varies considerably, with the 1024-QAM constellation
being the best performing at the start, before being surpassed by the 64-QAM constellation.
The 1024-QAM constellation’s performance eventually stabilizes to roughly the performance
of the ideal 16-QAM constellation, with the two becoming the best performing formats before
the FER starts to affect the latter one. Moreover, at high values of the relative position of
the FER limit, the higher the cardinality of the constellation, the better performing it will
be. In Figure 5.11 we present the dependence of the system performance on the FER for
three 256-APSK regular constellations, with 8, 32 and 64 states per ring, and for a 256-QAM
constellation. Besides that, our goal for this work was also to compare 4 constellation formats
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Figure 5.11: Performance of the CV-QKD link in function of the position of the FER limit.
3 different cardinality APSK constellations were assumed, with a 256-QAM constellation
included for comparison.

of the same cardinality and test which is best performing under these non-ideal conditions.
We can see from Figure 5.11a that the FER introduces excess noise earlier for the APSK
constellations, this is due to, in our definition of the APSK constellations, there being states
placed directly at the quadrature origins, as a result these immediately start to be deviated
from their position. However, for higher values of the relative position of the FER limit,
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the APSK constellations start to exhibit a lower induced excess noise than the 256-QAM
constellation, with only the 256-APSK reg64 constellation eventually surpassing the induced
excess noise of the 256-QAM constellation. Noting that the more states per ring for the APSK
constellation of a given cardinality has, the less rings and thus less amplitude levels it will
have, the order of the values at which the induced excess noise stabilizes is very analogous to
the ones in Figure 5.10a, with the constellations organizing in accordance to the number of
amplitude levels, occurring for the reason expanded on previously. From Figure 5.11b we see
that the APSK constellations with more amplitude levels perform better at high levels of the
relative position of the FER limit, again similar to what was seen for the QAM constellations.
In terms of secret key rate, shown in Figure 5.11c, we see that the 256-QAM constellation
consistently exhibits the best performance, with the best APSK format constellation at the
start being the reg64 one, before being surpassed by the reg32 one.

5.3 Receiver device imperfections

A simplified block diagram of the CV-QKD system assumed in this work is presented in
Fig. 5.12. Alice’s setup is composed by an optical laser signal (coherent state), represented

Figure 5.12: Block diagram of the locally generated local oscillator CV-QKD communication
system.

by the annihilation operator â0A(t), and an IQ-modulator for constellation generation. The
action of â0A(t) on the coherent state obtained from Alice’s laser is given by

â0A(t) |αA(t)〉 = αA(t) |αA(t)〉 , (5.18)

where

αA(t) = |αA|ei(ωAt+φA(t)), (5.19)

and |αA| represents the amplitude of Alice’s laser such that |αA|2 is the photon-flux, ωA is
the optical frequency of the laser and φA(t) is the unknown optical phase of the laser at
instant t. The IQ modulator is driven by signals I(t) and Q(t), generated by a PC controlled
Digital to Analog Converter (DAC). The DM constellation assumed for this study consists
of an 8-Phase Shift Keying (PSK) with Root Raised Cosine (RRC) pulse shaping and is
inserted at an intermediate frequency fQ. A frequency multiplexed pilot tone is also included
in the modulation, consisting of a complex sine-wave inserted at an intermediate frequency
fP , chosen to be outside of the bandwidth of the quantum signal. The modulated laser signal
is thus given by

âM(t) = â0A(t)M(t), (5.20)
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where M(t) is the modulation applied to Alice’s signal, given by

M(t) = q(t)ei2πfQt + Pei2πfP t + εMod, (5.21)

with q(t) being the 8-PSK RRC signal, P the amplitude of the pilot tone and εMod a noise
parameter that accounts for imperfections in the modulation. Modulation imperfections may
arise due to noise in the driving signals or due to an improper balancing of the modulator
itself.

In Fig. 5.12, the optical fibre is modelled as a beam-splitter with a transmission coefficient
of T , where it is mixed with the vacuum state at port b̂1(t). The fibre output signal is in that
case given by

âA(t) =
√
T âM(t) +

√
1− T b̂1(t). (5.22)

At Bob’s side, the quantum signal âA(t) is sent to a beam-splitter with transmittance ηB,
where it is mixed with Bob’s LLO, âB(t). The beam-splitter outputs are described by

â1(t) =
√
ηBâA(t) +

√
1− ηBâB(t), (5.23)

â2(t) =
√

1− ηBâA(t)−√ηBâB(t). (5.24)

Note that this beam-splitter ideally would have ηB = 1
2 . The action of âB(t) on the coherent

state extracted from Bob’s laser is given by

âB(t) |αB(t)〉 = αB(t) |αB(t)〉 , (5.25)

where
αB(t) = |αB|ei(ωBt+φB(t)), (5.26)

and |αB| represents the amplitude of Bob’s laser such that |αB|2 is the photon-flux, ωB is the
optical frequency of the laser and φB(t) is the unknown optical phase of the laser at instant t.
The beam-splitter outputs, â1(t) and â2(t), are then detected by a pair of photodiodes. The
quantum efficiency of each photodiode, ηd1 and ηd2, is modelled by a virtual beam-splitter
with a transmission coefficient equal to the quantum efficiency of the real photodiode followed
by an ideal photodiode [12]. As a result, the signals are mixed with the vacuum states at
ports b̂2(t) and b̂3(t), resulting in the outputs

â3(t) =
√
ηd1 â1(t) +

√
1− ηd1 b̂2(t), (5.27)

â4(t) =
√
ηd2 â2(t) +

√
1− ηd2 b̂3(t). (5.28)

Ideally, the quantum efficiencies of the two photodetectors would be equal, but experimentally
this may not be the case. The pair of optical signals in (5.27) and (5.28) is then converted to
an electrical current according to

Î1(t) = qeâ
†
3(t)â3(t), (5.29)

Î2(t) = qeâ
†
4(t)â4(t), (5.30)

where qe is the elementary electron charge.
The two currents in (5.29) and (5.30) are subtracted and the thermal noise, n̂th, is added

to the resulting current
Î(t) = Î2(t)− Î1(t) + n̂th(t), (5.31)
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where n̂th(t) is a Gaussian distributed random variable with null mean and variance ε2
th. This

subtraction current is then passed through a trans-impedance amplifier in which process it is
filtered by a bandpass filter, resulting in

v̂H(τ) = gTIA

(
hBP(t) ∗ Î(t)

)
(τ), (5.32)

where gTIA is the gain of the trans-impedance amplifier, hBP(t) represents the impulse re-
sponse of the bandpass filter and the ∗ symbol represents convolution. This amplified signal
is then digitized and fed into a DSP system that allows for frequency and phase recovery. For
the purposes of this work, we assume this DSP to be ideal, not introducing any extra noise.

5.3.1 Impact of imbalances

In this section, we describe the impact of devices imperfections at Bob’s detection system
on the expected value and variance of the measured voltage. Moreover, we also consider the
role of those imperfections on the estimation of the channel’s transmission coefficient, excess
noise and secret key rate.

The expected value of the output voltage v̂H(τ) of the coherent receiver in Fig. 5.12 is
given by (5.33).

〈v̂H(τ)〉 = gTIAqe[ηd1ηB − ηd2(1− ηB)]T |αA|2(hBP(t) ∗ |M(t)|2)(τ)

+ gTIAqe[ηd1(1− ηB)− ηd2ηB]|αB|2(hBP(t) ∗ 1)(τ)

+ 2gTIAqe(ηd1 + ηd2)
√
ηB(1− ηB)T |αA||αB|

{hBP(t) ∗ cos[(ωA − ωB)t+ φA(t)− φB(t)]Re[M(t)]}(τ),

(5.33)

In (5.33), the first and second terms are due to an imperfect subtraction of Alice’s and Bob’s
average power, respectively, and the last term is due to the interference between Alice’s
modulated signal and Bob’s local oscillator. The (hBP(t) ∗ 1)(τ) term in (5.33) is due to the
constant power nature of Bob’s laser signal.

The performance of the CV-QKD system can be assessed through the estimation of the
excess noise added to the measured voltage in (5.33). To quantify that, we must calculate
the signal variance at Bob’s detection system. This variance will have to be computed using
a time-sampled numerical code with sampling time dt, in which situation the Dirac delta
function is defined as [13]

δ(t) =

{
1
dt , 0 < t ≤ dt,
0, otherwise.

(5.34)

The variance for v̂H(τ) is given by (5.35), where RINA
∆f and RINB

∆f are, respectively, the
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power spectral densities of Alice’s and Bob’s lasers Random Intensity Noise (RIN).

〈v̂H(τ)2〉 − 〈v̂H(τ)〉2 = g2
TIAε

2
th

+ g2
TIAq

2
e [ηd1ηB − ηd2(1− ηB)]2T 2 1

dt
|αA|4RINA

∆f (h2
BP(t) ∗ |M(t)|4)(τ)

+ g2
TIAq

2
e [ηd1(1− ηB)− ηd2ηB]2

1

dt
|αB|4RINB

∆f (h2
BP(t) ∗ 1)(τ)

+ g2
TIAq

2
e [ηd1ηB + ηd2(1− ηB)]

1

dt
T |αA|2(h2

BP(t) ∗ |M(t)|2)(τ)

+ g2
TIAq

2
e [ηd1(1− ηB) + ηd2ηB]

1

dt
|αB|2(h2

BP(t) ∗ 1)(τ)

+ 2g2
TIAq

2
e(ηd1 − ηd2)

√
ηB(1− ηB)T

1

dt
|αA||αB|

{h2
BP(t) ∗ cos[(ωA − ωB)t+ φA(t)− φB(t)]Re[M(t)]}(τ),

(5.35)

In (5.35), the first term is the noise variance due to the thermal noise of the receiver, whereas
the second and third terms represent the noise variance due to the RIN from Alice’s and Bob’s
lasers, respectively. The fourth and fifth terms correspond, respectively, to Alice’s and Bob’s
shot noise. The sixth and final term in (5.35) is the shot noise of the interference between
Alice’s modulated signal and Bob’s LO. The final term in (5.35) will take a negative value
when ηd1 < ηd2 , this however is not an instance of negative noise but rather a correction to
the fourth and fifth terms of the equation. In fact, the last three terms of (5.35) can be
rewritten as

g2
TIAq

2
e

1

dt
ηd1

{
h2

BP(t) ∗
∣∣∣√ηBTαA(t)M(t) +

√
1− ηBαB(t)

∣∣∣2} (τ)

+ g2
TIAq

2
e

1

dt
ηd2

{
h2

BP(t) ∗
∣∣∣√(1− ηB)TαA(t)M(t)−√ηBαB(t)

∣∣∣2} (τ),

(5.36)

where it becomes clear that the combination of the shot noises from both lasers with the
interference variance will always have a positive value.

Both channel parameters, transmission, T , and excess noise, ε, can be estimated from (5.33)
and (5.35). Bob can estimate T through his measured average voltage via [14]

T̃ =

(
〈v̂H(τ)〉

2gTIAqeηd|αA||αB|{hBP(t) ∗ cos[(ωA − ωB)t+ φA(t)− φB(t)]Re[M(t)]}(τ)

)2

, (5.37)

where ηd =
ηd1+ηd2

2 is the mean value of the quantum efficiency of the two photodiodes.
In this definition, the transmittance is effectively estimated from the average value of the
constellation. Bob can estimate the thermal noise of his receiver by turning off both the
signal from the fibre and his receiver laser and then estimate the noise added by his laser by
turning on his receiver laser and subtracting the previously observed thermal noise variance
from the now observed variance. However, Bob will not be able to distinguish between his
laser’s shot noise and RIN, as a result his estimation for the shot noise will be given by

Σ̃ = g2
TIAq

2
e [ηd1(1− ηB)− ηd2ηB]2

1

dt
|αB|4RINB

∆f (h2
BP(t) ∗ 1)(τ)

+ g2
TIAq

2
e [ηd1(1− ηB) + ηd2ηB]

1

dt
|αB|2(h2

BP(t) ∗ 1)(τ).

(5.38)
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The excess noise measured by Bob, expressed in shot noise units (SNU), will then corre-
spond to the total variance without Bob’s thermal and laser noises (shot noise and RIN) and
divided by Σ̃. Since the security model assumes that the excess noise is added at the channel
input, the variance originating from this subtraction will have to be divided by the estimated
channel transmission. In that scenario, the excess noise is estimated by

ε̃ =
〈v̂H(τ)2〉 − 〈v̂H(τ)〉2 − (g2

TIAε
2
th + Σ̃)

Σ̃T̃
. (5.39)

The channel parameters T̃ and ε̃ thus obtained can then be used to estimate the secret
key rate.

5.3.2 Performance impact of imperfect receiver devices

In this section, we present numerical results illustrating the impact of device imperfections
at Bob’s detection system on the estimated channel parameters and subsequently on the
estimated secret key rate. In Fig. 5.13 (a) we present the evolution of the estimated channel

Figure 5.13: Evolution of (a) the estimated channel transmission, given by (5.37), (b)
Bob’s shot noise estimate, given by (5.38), (c) the estimated excess noise, given by (5.39),
and (d) the estimated key rate, given by (5.11), as a function of Bob’s beam-splitter
transmission coefficient. We have used T = 0.1, gTIA = 104 V/A, εth = 1.44× 10−4 Vrms,
|αA|2 = 1.25× 108 s−1, |αB|2 = 1.56× 1017 s−1, Ts = 4 ns, dt = 31.25 ps, ηd1 = ηd2 = 0.7 and
RINA

∆f = RINB
∆f = 3× 10−15 Hz−1.

transmission, expressed in (5.37), as a function of the transmission parameter of Bob’s beam-
splitter, ηB in Fig 5.12. From the results in Fig. 5.13 (a) we can see that when the system
is balanced, i.e. ηB = 0.5, the transmission estimated by Bob will coincide with the real
transmission. However, as it further imbalances, the estimated transmission will follow the
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curve dictated by
√
ηB(1− ηB). Note that the first term in (5.33) does not have a major

contribution in (5.37), due to the low power of the quantum signal. The second term in (5.33),
due to it being a purely DC contribution and DC being filtered out by the bandpass filter
hBP(t), also does not have a major contribution to (5.37).

As stated previously, Bob’s shot noise estimate, Σ, will have contributions from both his
laser’s shot noise and RIN. In Fig. 5.13 (b), we show the dependency of the noise parameters
in (5.38) with Bob’s beam-splitter transmission coefficient. From the results in Fig. 5.13 (b)
we can see that the shot noise contribution remains unchanged with the imbalances, which
is to be expected, as the shot noise term in (5.38) is not dependent on ηB when ηd1 = ηd2 .
Meanwhile, the RIN’s contribution rises sharply and rapidly becomes the dominant factor to
the global noise at Bob’s detection output. The result of the combined shot noise and RIN is
an overestimation of the shot noise, which will influence the estimation of the excess noise in
relation to it, which can be seen in Fig. 5.13 (c).

In Fig. 5.13 (c), we present the evolution of the estimated excess of noise given by (5.39)
in SNU, as a function of Bob’s beam-splitter imbalance. The excess noise presented here
is due only to Alice’s RIN, shot noise and the shot noise of the interference between Alice’s
modulated signal and Bob’s LO, corresponding to the second, fourth and sixth terms of (5.35),
respectively. In Fig. 5.13 (c), we can see that, for the different values of RIN, the excess noise
will always follow roughly the same behaviour. The estimated excess noise is maximum when
the system is balanced and decreases symmetrically around ηB = 0.5 as it imbalances. This
is due to Bob’s estimation for the shot noise, Σ, increasing sharply as the system becomes
unbalanced, as shown in Fig. 5.13 (b). The higher the RIN, the more pronounced the excess
noise underestimation will be. The decrease of the estimated transmission will also have
an impact on the estimated excess noise, as the estimated transmission decreases with the
increasing imbalance of ηB, the estimated excess noise would also increase. However the effect
of the increase of Σ̃ will be the dominant factor.

The secret key rate can then be estimated for the estimated values of transmission and
excess noise following (5.11), yielding the results presented in Fig. 5.13 (d). For the lowest
value of RIN the estimated secret key rate will decrease as the ηB deviates from 0.5, with this
effect being dictated by the decreasing estimated transmission observed in Fig. 5.13 (a). This
results in some lost system performance, as usable bits will be discarded. For the other two
values of RIN, the underestimation of the excess noise observed in Fig. 5.13 (c) will cause an
overestimation of the secure key rate, this poses a security risk as Alice and Bob will distill
bits for the key at a rate higher than the channel parameters would allow for a secure key.

In Fig. 5.14 (a), we present the evolution of the estimated channel transmission, defined
in (5.37), as a function of the difference between the quantum efficiencies of Bob’s photodiodes,
identified by ηd1 and ηd2 in Fig 5.12, for three different values of ηB. From the results
in Fig. 5.14 (a) we can see that the estimated transmission follows the curve dictated by
ηd1 − ηd2, with the different values of ηB causing a small vertical shift to the curve. When
ηd1 − ηd2 > 0 the transmission will tend to be overestimated, while when ηd1 − ηd2 < 0 it will
tend to be underestimated. Furthermore, we can see that equal deviations of ηB in either
direction, i.e. ηB < 0.5 and ηB > 0.5, will result in the same deviation of the estimated channel
transmission.

In Fig. 5.14 (b), we show the dependency of Σ̃, expressed in (5.38), with the difference
between the quantum efficiencies of Bob’s photodiodes. We see from Fig. 5.14 (b) that, when
ηB = 0.5, Bob’s estimated shot noise has a minimum value, corresponding to the true shot
noise, at ηd1 = ηd2, and rises as the quantum efficiencies deviate, as the RIN contribution
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Figure 5.14: Evolution of (a) the estimated channel transmission, given by (5.37),
(b) Bob’s shot noise estimate, given by (5.38), (c) the estimated excess noise,
given by (5.39), and (d) the estimated key rate, given by (5.11), as a func-
tion of Bob’s photo detector imbalance. We have used T = 0.1, gTIA = 104 V/A,
εth = 1.44× 10−4 Vrms, |αA|2 = 1.25× 108 s−1, |αB|2 = 1.56× 1017 s−1, Ts = 4 ns,
dt = 31.25 ps and RINA

∆f = RINB
∆f = RIN∆f = 3× 10−15 Hz−1. The point corresponding

to the balanced system, i.e. the ”real” value, is identified by a star.

becomes more and more pronounced. Moreover, in Fig. 5.14 (b), we see that when the value
of ηB deviates from 0.5, the point at which the value of Bob’s estimated shot noise is minimum
deviates to negative values of ηd1 − ηd2 when ηB < 0.5 and to positive values of ηd1 − ηd2 when
ηB > 0.5. This hints at the fact that imbalances in Bob’s beam-splitter may be compensated
by tuning the relative values of ηd1 and ηd2 and vice versa. Additionally, the value of Bob’s
estimated shot noise at this minimum point will be slightly below the value observed with
the balanced system when ηB < 0.5 and, conversely, slightly above that value when ηB > 0.5.
This asymmetry is due to the average value of the quantum efficiencies of the photodiodes
being lower when ηd1 < ηd2 and higher when ηd1 > ηd2, causing the second term of (5.38),
which corresponds to Bob’s laser’s shot noise, to increase as the value of ηd1 − ηd2 increases.

In Fig. 5.14 (c), we present the evolution of the estimated excess noise, given by (5.39), in
SNU, as a function of the difference between the quantum efficiencies of Bob’s photodiodes,
for three different values of ηB. We can see from Fig. 5.14 (c) that all the estimated excess
noise curves tend to the same value at ηd1 = ηd2, with the excess noise being overestimated
when ηd1 > ηd2 and underestimated when ηd1 < ηd2. When ηd1 < ηd2, the estimated excess
noise quickly becomes negative, this happens because, in this situation, the excess noise is
dominated by the sixth term in (5.35), which itself becomes negative when ηd1 < ηd2. Recall
that in our case the only excess noise contributions are due to noise originating in Alice’s
transmission system and due to the interference noise between Alice’s signal and Bob’s LO,
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in the presence of other, likely higher, channel noise contributions, the excess noise would not
take a negative value, but would rather have a reduced value when compared to a balanced
system. Additionally, for ηB = 0.5, when ηd1 < ηd2 the excess noise estimate will decrease
until it reaches a minimum and when ηd1 > ηd2 it increases until it reaches a maximum.
However, this curve is not symmetric, with the minimum value observed not having the same
absolute value as the maximum observed value. Meanwhile, when ηB = 0.45, the excess noise
estimate will exhibit a minimum with a lower value and located at a lower value of ηd1 − ηd2

and a maximum with a lower value located at a higher value of ηd1 − ηd2, when compared to
the values for ηB = 0.5. Conversely, when ηB = 0.55, the excess noise estimate will exhibit
only the maximum observed when ηd1 > ηd2, having a higher value and being located at a
greater value of ηd1 − ηd2, again when compared to the values for ηB = 0.5. These three curves
show a very asymmetric dependency of the excess noise with the photodetector imbalances,
this asymmetry is again due to the contribution of the sixth term in (5.35), which is itself
asymmetric, and due to the excess noise’s dependency on the estimated channel transmission,
shown in Fig. 5.14 (a), which will cause the estimated excess noise values when ηd1 − ηd2 < 0
to have a higher absolute value than the ones estimated when ηd1 − ηd2 > 0.

The secret key rate can again be estimated for the estimated values of transmission and
excess noise following (5.11), yielding the results presented in Fig. 5.14 (d). We can see
from Fig. 5.14 (d) that, for both ηB = 0.5 and ηB = 0.45, the estimated secret key rate will,
generally, increase as ηd1 − ηd2 increases, apart from a short decreasing region. Meanwhile,
when ηB = 0.55, the estimated secret key rate will always increase as ηd1 − ηd2 increases. The
evolution of the estimated key rate in function of the photodiode imbalance is dominated
by the estimated value for the channel transmission, shown in Fig. 5.14 (a), which increases
linearly with ηd1 − ηd2. The regions where the growth of the estimated key rate slows down,
and in the case of ηB = 0.5 and ηB = 0.45 stops, are due to the contribution of the excess
noise, whose maximum and minimums roughly coincide with these regions. Depending on the
exact position in the x-axis, this means that these combined beam-splitter and photodiode
quantum efficiencies will result in either an over or under estimation of the secret key rate. In
the scenario of an overestimation of the secret key rate, this will pose a security risk as Alice
and Bob will distillate bits for the key at a rate higher than the channel parameters would
allow for a secure key, while in the case of an underestimation there will be lost performance,
as Alice and Bob will discard more bits than they had to.

5.4 Summary

In this Chapter we have studied the impact of device imperfections and imbalances on
both the intrinsic key rate available and on the key rate naively estimated by Bob and Alice.
We observe that modulation stage imbalances reduce the maximum achievable secure key
rate, however, much more impacted is the naively estimated key rate, meaning that there is
a considerable loss of performance. However, and rather importantly working in the naive
mode with modulator imbalances does not cause the secure key rate to be over-estimated, as
a result the security of the generated keys is not impacted. We also see that, under certain
imbalance scenarios and for both the real and naive values, the optimal constellation can
vary, as a result the choice of constellation to be used in a given system should take possible
imbalances in consideration. Additionally, we also performed a detailed study on the impact
of receiver imbalances on the channel parameters estimated by Bob and the subsequent impact
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on the estimated secure key rate. We observe that non-monitored imbalances in the receiver
beam-splitter and photodiode quantum efficiencies may pose a security risk, as it will cause
Alice and Bob to overestimate their secret key rate. For example, a 2% imbalance of the
transmission coefficient of Bob’s beam-splitter transmission coefficient will lead up to a 44%
overestimation of the key rate. Moreover, receiver imbalances may also lead to a reduced
performance of the key distribution system, as the wrongly estimated channel parameters
can also lead to a slight underestimation of the secret key rate. For example, in the absence
of other receiver imbalances, a 2% deviation between the values of the quantum efficiencies
of the photodiodes may lead to either a 3% underestimation or a 4% overestimation of the
key rate. However, when the 2% deviation between the values of the quantum efficiencies
of the photodiodes is combined with a 5% imbalance of the transmission coefficient of Bob’s
beam-splitter, the key rate can then be overestimated by 30%, when ηB = 0.45, or by 25%,
when ηB = 0.55.

All these results clearly indicate that a precise characterization of the experimental sys-
tem’s components should be performed in order correctly estimate the secure key rate and to
choose the best constellation.
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Chapter 6

Conclusions and Open Issues

In this Chapter we summarize the conclusions and impact of the results obtained in devel-
oping this thesis, where we focused on the implementation and optimization of a Continuous
Variables Quantum Key Distribution (CV-QKD) system. However, in the concluding stages
of this project, we identified still open questions in the area of CV-QKD.

This Chapter is split into two sections. In Section 6.1 we present a summary of the main
conclusions and results obtained in this work. We conclude this thesis with a discussion on
the future avenues of research that may follow this work, presented in Section 6.2.

6.1 Conclusions

The topics tackled in this thesis aimed at improving the performance of CV-QKD systems,
making them more resilient to real-world practical impairments and showing that both these
objectives can be accomplished while maintaining costs of implementation relatively low. We
validated our work with experimental results wherever possible, and otherwise endeavored to
use realistic values when an experimental verification was not possible.

We first present the theoretical basis for the functioning of CV-QKD systems, establishing
the first principles in play and describing a generalized QKD protocol. We then presented an
updated proof of security for Discrete Modulation (DM) CV-QKD systems, taking a practical
approach at how the security limits may be obtained numerically. We show how, under
the right, somewhat optimistic, circumstances, CV-QKD systems using 8-PSK constellations
are capable of achieving distances of almost 80 km in the asymptotic regime, thus being
suitable for medium-range, inter-city links. We also performed an exploration of the impact
of uncertainties in the estimated channel and receiver parameters on the security of a CV-QKD
system. From that study we observe that performance in the Finite Size Effects (FSE) regime
is greatly reduced, and to achieve the transmission distances observed in the asymptotic
regime, well over 230 symbols have to be transmitted, requiring a large amount of storage,
processing power and a very stable channel.

We then proceeded to implement our previously explored system, first in simulation and
then experimentally. We propose a novel polarization diverse receiver architecture that avoids
the need for manual calibration or complex feedback loops to recover from random polarization
drift, an unavoidable phenomena in field deployed fibers. Our proposed system works by
detecting both polarizations independently using heterodyne detection and then performing
a modified Constant Modulus Algorithm (CMA) routine. We performed an in depth study
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on the impact of polarization drift on the security of CV-QKD and show that our system,
under an ideal scenario, is capable of fully mitigating it. We validated our proposed system
experimentally both with an high-power classical signal and a low-power, quantum signal.
Our system was capable of working for an indefinite period of time at a transmission distance
compatible with metro network connections, and was able to generate 50 secure keys, in the
asymptotic regime, from our 300 snapshots, with an average key rate of ∼0.001 bits/symbol.
We also presented some results from our Lisbon field trial, the first of a CV-QKD system in
Portugal. During the field trial the system was capable of sharing an updated key at a rate of
one key per minute, being limited in this regard by the capability of the computer performing
the post processing.

Avenues for improving the performance of the previously proposed CV-QKD system were
then explored. We first looked at how the performance of our DM-CV-QKD communica-
tion system can be improved, by transitioning to PCS-128-APSK constellation formats. We
showed that this alteration enables us to reach an extra 50 km of transmission distance,
a 10 fold increase in excess noise resistance and at least a 3-fold increase in the allowable
photon-number, when compared to the 8 symbol Phase Shift Keying (PSK) based system.
The capability to withstand much worse channel parameters also enables us to reach the
same performance as the 8-PSK one in the finite size scenario while using 95% fewer samples,
greatly reducing the post-processing hardware requirements. We presented results from our
experimental system where we show that, after the conversion to the PCS-128-APSK constel-
lation formats, our average key rate rose by a factor of 10 to ∼0.01 bits/symbol, corresponding
to 79% of the performance of an equivalent GM-CV-QKD system. Our experimental system
was tested with a fiber channel of 40 km and would be suitable to work in the finite size
regime in both metro network connections and some short- to medium-range inter-city con-
nections, provided that a substantial but ultimately manageable increase in the block size is
performed. Furthermore, we show that, in the asymptotic regime, our system is capable of
reaching distances in excess of 185 km, and in that regime would be compatible with medium-
to long-range inter-city connections. We also presented a technique to allow for our system
to perform sequence synchronization as well as receiver and channel parameter estimation
efficiently. Through the use of an auxiliary QPSK channel we are able to recover sequence
synchronization using only a fraction of the number of symbols required by our previous,
header-based technique, in a manner that scales well with increasing block sizes.

We then proceeded to study the impact of device imperfections and imbalances on both
the intrinsic key rate available and on the key rate naively estimated by Bob and Alice. We
observed that modulation stage imbalances reduce the maximum achievable secure key rate,
however, much more impacted was the naively estimated key rate, leading to a considerable
loss of performance. However, and rather importantly, working in the naive mode with
modulator imbalances does not cause the secure key rate to be over-estimated, as a result
the security of the generated keys is not impacted. We also see that, under certain imbalance
scenarios and for both the real and naive values, the optimal constellation can vary, as a
result the choice of constellation to be used in a given system should take possible imbalances
in consideration. Additionally, we also performed a detailed study on the impact of receiver
imbalances on the channel parameters estimated by Bob and the subsequent impact on the
estimated secure key rate. We observe that non-monitored imbalances in the receiver beam-
splitter and photodiode quantum efficiencies may pose a security risk, as it will cause Alice and
Bob to overestimate their secret key rate. For example, a 2% imbalance of the transmission
coefficient of Bob’s beam-splitter transmission coefficient will lead up to a 44% overestimation
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of the key rate. Moreover, receiver imbalances may also lead to a reduced performance of
the key distribution system, as the wrongly estimated channel parameters can also lead to a
slight underestimation of the secret key rate. For example, in the absence of other receiver
imbalances, a 2% deviation between the values of the quantum efficiencies of the photodiodes
may lead to either a 3% underestimation or a 4% overestimation of the key rate. However,
when the 2% deviation between the values of the quantum efficiencies of the photodiodes is
combined with a 5% imbalance of the transmission coefficient of Bob’s beam-splitter, the key
rate can then be overestimated by up to 30%.

To conclude, we were able to implement a DM-CV-QKD system using telecom-grade
components and managed to achieve performances comparable to that of optimum, Gaussian
Modulation (GM) based systems. Our implemented system was shown to be able to function
at distances compatible with metro-network connections. We also were able to show that
CV-QKD systems are capable of functioning in realistic scenarios, using imperfect devices,
provided that those imperfections are accounted for.

6.2 Open Issues

Despite our contributions, this thesis did not exhaust all issues with CV-QKD systems.
In fact, a some issues have been uncovered by it. We have identified the following topics that
may be interesting to explore:

• Implement the post-processing component of the system in a high-speed platform (for
example a Field-Programmable Gate Array (FPGA) and/or a Graphics Processing Unit
(GPU)), in order to allow for a real-time implementation of the system;

• Optimize the choice of the constellation format taking into account the limited band-
width of the authenticated classical channel that is used for key reconciliation;

• Expand the study on the impact of imbalances to the case of the polarization diverse
receiver system presented in Chapter 3, considering both imperfections of the experi-
mental components of the receiver as well as inaccuracies in the associated CMA stage;

• Develop methods for estimating experimental device imbalances in real time, to allow
for application of the results obtained in Chapter 5. This would provide not only a val-
idation of the obtained results but would also contribute to improving the performance
and security of experimental CV-QKD systems at large.
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